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Structured abstract

Learning from Demonstration (LfD) has been proven an effective method for robots to learn skills from humans,

avoiding time-consuming programming by robot experts and allowing users easily transfer skills to robots through

intuitive demonstration. However, traditional LfD often lacks good generalisation ability for new conditions, which

may lead to task failure when the external environment changes or human perturbations arise, especially for complex

tasks with multiple steps in practice. To tackle this, we improve the original dynamic motion primitives (DMPs), which

significantly increases the reusability and generalisation of skills. In addition, we propose a behavior tree(BT)-based

framework for robots to learn multi-step complex tasks. After acquiring primitive motion skills through demonstration,

the robot is able to select the appropriate motion primitives based on the perception state to complete the task when

tasks and environments change. To further improve the generalisation, we enhance the framework by combining it

with the broad learning system(BLS), in which the BT generates the robot’s motion trajectories, and BLS optimises

motion parameters further. To verify the effectiveness of the proposed method, we carried out experiments on the

Baxter robot and the elite robot through wiping tables and assembling components, respectively. The results of these

experiments confirmed the effectiveness of the proposed method.
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I. INTRODUCTION

As robots are expected to be applied in the real world, learning from demonstration (LfD) has become a common

and popular method for robots to acquire new skills (Si et al., 2021b, Pignat et al., 2022). LfD can learn trajectory

skills from human demonstrations, and its complexity is lower compared to planning methods (Liao et al.,2021,

Zhang et al., 2014, Liao & Liu, 2015). Nowadays, LfD has been widely used in various industries, such as

manufacturing and medical examination. One advantage of LfD is that it does not require the human teacher

to own expertise in robotics and programming, the user only needs to demonstrate how to perform a task such

as by dragging robots to record the robots’ states. And the robot can acquire human skills through learning from

human demonstrations (Ravichandar et al., 2020). Thus, it is convenient to learn manipulation skills from a few

demonstrations, making it a user-friendly method for robotic programming in practice. However, the LfD method

still needs to be improved due to the limited generalisation capability. The existing LfD method usually only learns

the motor skills taught by human beings, but can not well learn human perception and decision-making ability,

which is also one of the core issues in the field of robotics (Qiao et al., 2022, Qiao et al., 2023).



The application of robots in complex sequential actions has gained increasing attention from robotic researchers

(Hauge et al., 2021). For unknown environments and complex tasks, humans can easily reuse previously learned

skills by selecting and adjusting them to improve their performance. However, it is difficult for robots to re-teaching

and re-program when the environment and tasks change. To this end, we can decompose complex skills into multiple

sub-skills and then complete complex operations through their combinations (Si et al., 2022). Sub-skills can be

represented by motion primitives, and common modelling methods include dynamic motion primitives (DMPs)

(Ijspeert et al., 2001) and probabilistic models (Calinon & Billard, 2009, Rozo et al., 2011). The essence of DMPs

is a second-order nonlinear equation, which allows changing the final state, speed and duration of the motion without

changing the overall shape of the motion, and can easily expand and adjust the motion trajectory (Pastor et al.,

2009, Ijspeert et al., 2013). Nowadays, DMPs have been widely used in various fields of robotics (Yang et al., 2018,

Han et al., 2022), and some researchers have improved the original DMPs. In their work (Prada et al., 2013), the

authors presented a method to decouple nonlinear terms from phase, enabling robots to adapt to human behavior

when performing tasks that involve human interaction. Subsequently, (Wang et al., 2016, Wu et al., 2018) proposed

an efficient trajectory connection and insertion technique by eliminating the problem of exponential time decay

disappearance, whereas (Kulvicius et al., 2011) introduced a method for smooth transition between multiple DMPs

in position and velocity space. Building upon these contributions, this paper presents a modified DMP model that

allows for rotation in space and scaling of shape to improve the generalization performance of DMPs in different

tasks. The aim of this research is to enhance the reusability and applicability of DMPs.

In addition, finite state machine (FSM) is often used to combine motion primitives to construct complex behaviors

(Bohren & Cousins, 2010), but this usually leads to systems being too complex and large, and difficult to extend

and reuse. Behavior trees (BTs) can solve such problems very well. BTs have the advantages of easy expansion and

high reusability. In recent years, it has received great attention in the field of robotics (Iovino et al., 2020, Styrud

et al., 2022). BT enables robots to perform corresponding actions under specific conditions, but how to do it is still

a problem. Similar to the human learning process, our humans can easily learn the action arrangement of a task,

but how much force each action needs to use, and where it needs to be moved, which requires a learning process.

Take shooting as an example, there are only two movements in shooting: lifting the ball and throwing the ball.

However, if you want to successfully throw the ball in, you need to lift the ball to the appropriate pose and shoot

with the appropriate force, which requires a lot of practice. By imitating the human learning process, we combine

BT with broad learning system (BLS), make motion decisions with BT, generate specific motion parameters with

BLS.

In recent years, some researchers have applied various advanced machine learning methods to robot skills learning.

However, these methods usually require huge data to train models, and it is not feasible or expensive to collect these

data on real robots. In this process, the robot needs to interact with the environment, and it is difficult to ensure the

safety of the interaction between the robot and the environment. A feasible method is to execute the training process

in a simulated environment, and then transfer the training model to a real robot, which is called transfer learning.

However, it is still difficult to build a high-fidelity simulator to train skills. (Lončarević et al., 2021) proposed a

statistical generalization method to generate database based on real data, and verified the effectiveness of data in



the pitching task.

To solve the above problems, we propose a framework that combines BT, LfD and BLS. First, the robot obtains

a group of motion primitives through LfD. Human constructs a BT for specific tasks to build a motion planner

for robots. And BLS generates specific parameters of the motion. Compared with other machine learning methods

applied to robots, BLS in this method is only responsible for the generation of motion parameters, thus its training

cost is very low. This framework has the advantages of generalization, anti-interference, and only a small amount

of training data. We will explain the proposed methods in Section III.

The main contributions of this paper are as follows:

1) A human-robot skill transfer framework by combining LfD, BTs and BLS is proposed, and the effectiveness of

the proposed method is proved in the tabletop cleaning and peg-ring assembly task.

2) We modify the original DMPs model so that it can scale the shape of the trajectory, and combine it with the

DMPs model that can be rotated, which improves the reusability and applicability of DMPs.

3) The motion skills and controller character are encapsulated into the action nodes of BT, which enhances the

learning and generalization performance of the robot.

The rest of the article is structured as follows. In Section II, the proposed method, including BTs, DMPs and BLS

are presented. Section III presents two experiments to evaluate the effectiveness of the proposed method. Section

IV summarizes the contribution of this paper and analyzes the advantage of the proposed framework.

II. METHODOLOGY

A. Behavior Trees

A behavior tree (BT) is a directed tree whose leaf nodes are called execution nodes and non-leaf nodes are called

control flow nodes. It selects what should be done in the current environment and state through a tree-like decision

structure similar to a decision tree. The execution of BTs starts from the root node, BTs continuously generates tick

signals from the root node at a fixed frequency and propagates it to the children. When the node receives the tick

signal, it starts to execute and returns the result S(Success), F (Failure) or R(Running) according to the execution

situation, the execution result of the child node is controlled and managed by its parent node. A node in the R

state will continue to execute until it returns S or F .

Nodes in BTs can be divided into two types: control flow nodes and execution nodes. There are three main

control flow nodes: Sequence, Fallback and Parallel, and two main types of execution nodes: Action and

Condition(Iovino et al., 2020).

SequenceSequenceSequence: When Sequence is running, it starts from the leftmost child node. When the child node returns S, the

next child node starts to execute. When and only when all child nodes return S, Sequence returns S.

FallbackFallbackFallback: When Fallback is running, it starts from the leftmost child node. If the child node returns F , the next

child node starts to execute. As long as one child node returns S, Fallback returns S. When all child nodes return

F , Fallback returns F .

ParallelParallelParallel: When Parallel executes, all its child nodes begin to execute at the same time. Only when all the child

nodes return S, Parallel returns S. As long as one child node returns F , Parallel returns F , and in other cases,



Parallel returns R.

ActionActionAction: This is the actual operation node of the robot, such as the movement, control or state change of the robot.

Returning the actual running state of the robot.

ConditionConditionCondition: It is a judgment node. Returning S or F according to whether the condition is true, and does not return

R.

Common node types and their symbols of BT are shown in Table I.

TABLE I: The node types of behavior tree

Node type Symbol Success Failure Running

Sequence → if all children return Success if one child return Failure if one child return Running

Selector ? if one child return Success if all children return Failure if one child return Running

Parallel || if all children return Success if one child return Failure else

Action □ mission accomplished if mission unable to complete mission in progress

Condition ⃝ conditions is true conditions is false never

B. Dynamic Movement Primitives

In this paper, DMPs is used to represent motor skills and used to encode motion trajectories. DMPs is essentially

a second-order spring damping system, which can be divided into discrete and rhythmic types. In this work, we

focus on the former. The DMPs can be expressed by the following formula (Ijspeert et al., 2001):

τ v̇ = k(g − x)− dv + f(s) (1)

τ ẋ = v (2)

τ ṡ = −α1s (3)

where Eq.(1) represents a transformation system consisting of a second-order spring damping system and a nonlinear

function, x and v represent the position and velocity of the motion, respectively, k and d represent the spring

constant and damping coefficient of the system, respectively, which are artificially designed parameters, usually let

k = d2/4, g denotes the target position of the motion, τ denotes the time scaling constant, s is the phase of the

system, determined by Eq.(3). It decays from the initial value 1 to 0 with time, then model will become a stable

second-order spring damping system. α1 is a positive constant, f(s) is a nonlinear function, which is defined as

follows:

f(s) =

∑N
i=1 ψi · ωi∑N

i=1 ψi

· (g − x0)s (4)

ψi = exp(−hi(x− ci)
2) (5)

where ci and hi are the center and width of the i-th Gaussian function respectively, x0 is the initial position, N is

the number of Gaussian functions, and ωi is the weight of the i-th Gaussian function.

The original DMPs allows translation and scaling of the trajectory, but the rotation in space causes distortion of

its shape, because its nonlinearity in the three directions in space is learned separately and performed separately. In
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Fig. 1. (a)(b) is the trajectory scaled in the Z-axis direction. Scaling direction and direction vector are

perpendicular in (a), but not in (b).

order to solve this problem, in (Koutras & Doulgeri, 2020), the author modified the original DMPs, which allows

the trajectory to be arbitrarily rotated, translated, and scaled in space while keeping the shape unchanged. In (Si

et al., 2021a), the author further proposed the following forms of DMPs:

τv̇̇v̇v = k(ggg − xxx)− dvvv + sgRgf(s)Rgf(s)Rgf(s) (6)

this is the representation of a three-dimensional trajectory, where f(s)f(s)f(s) is the same as the original DMPs, obtained

by the demonstration trajectory, and sg is the proportional coefficient, which can be obtained by the following

formula:

sg =
|| ggg − x0x0x0 ||

|| gdgdgd − x0,dx0,dx0,d ||
(7)

where ggg and x0x0x0 are the end point and start point of the demonstration trajectory, respectively, and gdgdgd and x0,dx0,dx0,d are

the end point and start point of the recreation trajectory, respectively. RgRgRg is the rotation matrix, can be obtained by

the following formula: 

nnn = ggg−x0x0x0

||ggg−x0x0x0|| ,

ndndnd =
gdgdgd−x0,dx0,dx0,d

||gdgdgd−x0,dx0,dx0,d|| ,

p̂̂p̂p = nnn−ndndnd

||nnn−ndndnd|| ,

SkSkSk =
{
kkk ∈ R3R3R3|kT p̂kT p̂kT p̂ = 0, ||kkk|| = 1

}
,

(8)

RgRgRg = I3I3I3 +SkSkSk sin θ +S2
kS
2
kS
2
k(1− cos θ) (9)

where nnn and ndndnd are the direction vector of demonstration and reproduction trajectory respectively, from the starting

point to the end point of the trajectory. p̂̂p̂p is dissecting plane, θ = arccos(nTd nnTd nnTd n) is the minimum angle rotation

between ndndnd and nnn, SkSkSk is the rotation axes. In order to further improve the applicability of DMPs, we have made

further modifications to the above model. We believe that some trajectories with similar shapes can be considered

the same skill. Taking the Pick and Place task as an example, robots need to cross different obstacles with different

trajectories, which are actually only of varying amplitude in the vertical direction. Teaching and learning each
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Fig. 2. (a) is the original trajectory, (b) and (c) are the trajectory after rotation and scaling, respectively, (d) is to

return the scaled trajectory to its original position.

trajectory is very inefficient. Therefore, We have made modifications to DMPs so that their shape can be scaled.

The modified model is as follows:

τv̇̇v̇v = k(ggg − xxx)− dvvv +Lf(s)Lf(s)Lf(s) (10)

LLL =


a 0 0

0 b 0

0 0 c

 (11)

The above model realizes the scaling of the trajectory in the vertical direction, as shown in Fig. 1a, where a=b=1,

and c is the scaling ratio of the trajectory in the vertical direction. However, the above model is only applicable

when the direction vector of the track is perpendicular to the direction of scaling, that is, the scaling direction

must be perpendicular to the line where the starting point and ending point of the track are located, otherwise, the

trajectory will deform, as shown in Fig. 1b. For example, when the direction vector of the track is perpendicular

to the Z-axis, it can be scaled in the Z-axis direction, when the direction vector is perpendicular to both the Z and

Y-axis (parallel to the X-axis), it can be scaled in the corresponding two directions. And a, b, and c are the scaling

ratios of the trajectory in the X, Y, and Z-axis directions, respectively. For the trajectory whose direction vector

is not perpendicular to the coordinate axis, we can first rotate the track to meet the conditions, then scale it, and

finally rotate it back to the original position, as shown in Fig. 2. The model is as follows:

τv̇̇v̇v = k(ggg − xxx)− dvvv +R−1
0 LR0f(s)R−1
0 LR0f(s)R−1
0 LR0f(s) (12)

whereR0R0R0 is the rotation matrix that rotates the trajectory to a position that satisfies the condition, obtained according

to Eq.(9), LLL is the scaling matrix, and R−1
0R
−1
0R
−1
0 is the rotation matrix that returns the trajectory to its original position.

Trajectory can only be scaled in a direction perpendicular to the direction vector. We can select two fixed points

that meet the conditions for rotation. For example, we can select two points on the X axis to determine R0R0R0. In this

case, a=1, b and c are the scaling factor for height and width of the trajectory, R−1
0 LR0R−1
0 LR0R−1
0 LR0 is to be determined by b

and c, denoted as LLL(b, c). In summary Eqs. (6)(7)(9)(12), the modified DMPs used in this article can be described

as:

τv̇vv = k(ggg − xxx)− dvvv + sgLLL(b, c)Rgf(s)Rgf(s)Rgf(s) (13)



−1
0

1 0
2

0.0
0.5
1.0

Original DMP
Training data
Track learned

−1
0

1 0
2

0.0
0.5
1.0

Rotation DMP
Training data
Track learned

−1 0 1 0
2

0
1
2

Modified DMP

Training data
Track learned
Zoom in  ertically
Zoom out  ertically

0
2 0

2
4
0
1
2

Track learned
Enlarged trajectory

0
2 0

2
4
0
1
2

Track learned
Enlarged trajectory

0 2 0 2 4
0
1
2

Track learned
Enlarged trajectory
Zoom in  ertically
Zoom out  ertically

0
2−2 0 2

0.0

0.5

Track learned
Track after rotation

0
20 2

0.0
0.5
1.0

Track learned
Track after rotation

0202
0
1
2

Track learned
Track after rotation
Zoom in  ertically
Zoom out  ertically

Fig. 3. The left column of the figures shows the original DMPs. It can be seen that the shape of the trajectory

remains unchanged after translation, but deformation occurs after rotation. The middle column shows the Rotation

DMPs, which can ensure that the trajectory does not deform after rotation. The right column shows the improved

DMPs proposed in this paper, which is based on the rotated DMPs. It not only ensures that the trajectory does

not deform after translation and rotation, but also allows for scaling, which further enhances its applicability.

Fig. 3 shows the comparison between the original DMPs, the DMPs in (Si et al., 2021a), and the modified DMPs

proposed in this paper. It can be seen that the DMPs proposed in this article can translate, rotate, and zoom in and

out of space after learning a basic skill, which enhances the applicability of the skill.

C. Broad Learning System

The BLS is an incremental learning method, which is improved and designed on the basis of random vector

functional link neural network (RVFLNN) (Pao & Takefuji, 1992). The BLS does not directly input the original

data into the network, but first performs feature mapping on the original input to obtain the feature layer, and then

uses the feature layer to calculate the enhancement layer. The input of the network is the combination of the feature



layer and the enhancement layer. The schematic diagram of BLS is shown in Fig. 4. Where XXX and YYY represent the

input and output of the network, respectively, ZnZnZn = [Z1, ..., Zn] and HmHmHm = [H1, ...,Hm] are the feature layer and

the enhancement layer, respectively, obtained by the following formula:

Zi = ϕ(XWki + βki), i = 1, ..., n (14)

Hi = ξ(ZWej + βej), j = 1, ...,m (15)

where ϕ and ξ are transfer functions, Wki and Wej are randomly generated weight matrices, in order to prevent

the correlation between the inputs of enhancement nodes, Wki is generally orthogonal, and βki and βej are random

deviations. The input of the network is [Zn|Hm], and the output is:

Y = [Z1, ..., Zn|ξ2(ZnWe1 + βe1), ..., ξ2(Z
nWem + βem)]W

= [Z1, ..., Zn|H1, ...,Hm]W

= [Zn|Hm]W

(16)

In order to improve the accuracy of the network, additional inputs can be added to the original network, and the

addition of input data is the most important incremental form of BLS.

Fig. 4. Broad learning system. X is the original data. First, Zn is obtained after certain transformation of X , then

Hm is obtained after certain transformation of Zn. Finally, Zn and Hm are combined as the input of the network

to obtain Y .

When there is new sample data, we use A = [Zn | Hm] to represent the initial input matrix of the mapping

node and the enhancement node obtained from the initial data. Note that the new input sample is [Xa | Ya], and

the input matrix of the mapping feature and the enhancement node obtained from Xa is Ax. The update formula

is as follows:

D = AT
xA

+ (17)

C = AT
x −DA (18)

B =

C
+, ifC ̸= 0

A+DT (I +DDt)−1, ifC = 0

(19)



The update formula of network weight is:

W ∗ =W +B(Y T
a −AT

xW ) (20)

The reason why we choose BLS is that compared with deep neural networks, BLS has the advantages of simple

structure, fast training speed, easy expansion and online incremental learning.

D. Overview of the Proposed Method

Fig. 5. Overview of the proposed method, BT selects the corresponding motor skills according to the system state

s, S/R/F indicates three states of BT, BLS generates the motion parameters θ according to state x, which is part

of s, and DMPs generates the control instructions to the controller. When the task is successfully completed, BLS

will be updated.

We propose a framework that combines LfD, BT and BLS for robots to perform contact-rich manipulation tasks.

The specific method is: for a complex task, first divide the task into multiple subtasks, get the motion primitives

of each subtask by LfD, and express them with the modified DMPs. For some motion parameters in the task that

cannot be determined in advance and need to be dynamically adjusted according to the environment, we use the

BLS to generate these parameters according to the environment variables. Then build the BT of the task, the motion

primitive and BLS act as nodes in the BT.

BT actually divides the robot and environment states into different state domains according to tasks, and specifies

the behavior of the robot in different state domains. The purpose of each behavior is to let the robot go from the

current state to the next expected state, so as to finally reach the target state. In a static known environment, the

corresponding behavior in the state domain can be determined in advance, and the robot can successfully complete

the task only by executing the motion command that is pre-planned by humans. However, in a dynamic or unknown

environment, due to possible external interference, the robot may deviate from the expected state, or due to the

imprecision of sensors, some external environments are unknown, which makes it difficult for the robot to move

from the current state to the next expected state according to the preset motion. In order to solve the above problems,

this paper proposes an iterative learning system based on BT and BLS.



Fig. 5 is the block diagram of our method, the input state of the system includes task parameters, data from

external sensors and the state of the robot. BT will selects the next action based on the system state. We use

DMPs to generate the trajectory of the robot. In these motions, the parameters of some motions can be preset

or easily obtained, and they are usually motions that do not need to interact with the environment. However, for

some motions that need to interact with the environment, their actions are difficult to determine in advance, and a

strategy is needed to allow the robot to adjust in real time according to external stimuli during interaction with the

environment. We use BLS to learn the strategy and generate DMPs parameters, in this paper, for some behaviors

with uncertain parameters, we take the six-axis force information of the six-axis force sensor as the input of the

BLS and output is the target position of the behavior. The BLS is generated by a small amount of training data,

and its initial accuracy is not high, so it may not be able to make a correct strategy, that is, the robot cannot enter

the next expected state from the current state domain, but may stay in the current state domain or enter another

state domain. However, since the BT will traverse the entire tree from the root node at a fixed frequency, no matter

whether there is external interference or the BLS makes an error response strategy, as long as the desired state

has not been reached, the robot will always choose appropriate skills to move towards the target state, which can

be considered as a process of resisting interference and trial and error. In this process, we record every input and

output of BLS. If the robot finally completes the task, it is considered that the last strategy of the BLS is correct.

We can correct the previous wrong output according to the last correct output, and update the weight of BLS based

on the corrected data. The proposed method has the following three advantages:

1. The modified DMPs is used to characterize motion primitives, which enhances the generalization ability of

tasks.

2. BT can enhance the anti-interference ability in the task execution.

3. BLS can be initialized based on a small number of samples. Because BT supports rollback, it can fall back

to the previous state when BLS generates an incorrect strategy, and then update the weight value after success.

III. EXPERIMENT

We conducted experiments on cleaning tables and assembling peg-ring respectively.

A. Tabletop cleaning experiment

1) Task description: The experimental scene is shown in Fig. 6. The robot needs to clean the parts scattered on

the table to one end of the table. The task is completed by three skills. Skill 1 and Skill 2 are pure displacement

movements represented by DMPs. Skill 1 and 2 are used to reach the starting point of cleaning, return to the original

track when encountering interference, and leave the table, and Skill 3 is composed of displacement movements and

force control, which are used for wiping the desktop to ensure that the mechanical arm maintains a constant contact

force with the desktop during the cleaning process. Because the desktop parts are scattered in a large range, it is

impossible to clean all the parts at once, so the robot needs to clean the desktop repeatedly. The whole process will

be completed by combining and generalizing the three skills through the BT model established according to the

task. There are three parameters of the task, namely, the starting point, the end point and the direction of cleaning.



We carried out three experiments in total. In the first experiment, the robot needs to sweep the scattered parts from

one end of the table to the other. In the second experiment, we added artificial interference on the basis of the

previous experiment to make them deviate from the original cleaning track. In the third experiment, we changed

the starting point and end point of cleaning, and rotated the cleaning direction by 90 degrees.

Fig. 6. The first and third lines show the robot com- pleting tasks from different directions, the blue arrow shows

the sweeping direction, and the second line shows the robot returning to the sweeping position after en-

countering the disturbance and continuing to perform tasks.

2) Result Analysis: In the three experiments, the robot arm successfully completed the cleaning task, as follows:

(1) Experiment 1: The robot successfully completed three wiping tasks, and successfully swept the parts scattered

on the table to one end of the table, as shown in Fig. 6. The process of robot moving to the next cleaning point

after completing one cleaning is completed by skill 1. In order to ensure that the end-effector will not touch the

parts on the desktop during this process, we let skill 1 scale twice in the vertical direction.

(2) Experiment 2: During wiping, we added two human disturbance. The disturbance was to drag the end-effector

to make it deviate from the original trajectory, and the robot could successfully return to the original position and

successfully completed the task, which shows that the proposed method has good anti-jamming performance. During

this process, skill 1 and skill 2 were performed five times, and skill 3 was performed once. The motion trajectory

of the end-effector is shown in Fig. 7c, where the red area represents the disturbance.

(3) Experiment 3: After changing the starting point and ending point, the whole sweeping path has been rotated

90 degrees, and the robot can still successfully complete the task, which fully demonstrates that the modified DMPs

have good generalization performance. During this period, the motion trajectory of the end-effector is shown in



(a) (b) (c) (d)

Fig. 7. (a) is the three skills learned, (b)(c)(d) are respectively the trajectories of the end-effector in three

experiments, the gray area is skill 1, the yellow area is skill 2, the blue area is skill 3, the red area represents

human disturbance, The tasks in (b)(c)(d) are completed by generalization based on the three skills learned in (a).

Fig. 7d. It can be seen from the figure that the trajectory is quite different from that in Experiment 1.

The above three experiments show that using modified DMPs to model motor skills, and then using BT to

combine different skills, can make tasks have better generalization ability and anti-jamming ability.

B. Peg-ring assembly experiment

1) Task description: We carried out a challenging peg-ring assembly experiment on the Elite mechanical arm.

As shown in Fig. 8, a six-dimensional force sensor is installed at the end of the arm, and the peg is connected

to the force sensor. This task requires inserting the peg into the ring and placing the ring on the desktop. Peg’s

diameter is 38mm, and the inner diameter of the ring is 40mm. The challenge of this task is that the arm needs to

complete the insertion without knowing the exact position of the ring. At the beginning, the arm will try to insert

from a wrong position. If the difference between the insertion position and the actual position of the hole center is

more than 1mm, the peg will collide with the ring during the insertion process. We believe that the force is different

when the insertion succeeds or fails, so we first judge whether the insertion succeeds according to the force. If

the insertion fails, the force is different when the peg and ring contact at different positions, therefore, we can get

the deviation between the current position and the accurate position of the ring according to the force during the

insertion process, and then adjust the next insertion position according to this deviation. We set a threshold h1,

f is the force during insertion, if |f | > h1, it is considered that the peg has contact with the environment, and

then judge whether the peg is successfully inserted into the ring. We first collect the force fd when the insertion is

successful. If |f − fd| < h2, h2 is also the set threshold, the insertion is successful, otherwise the insertion fails,

and then predict the next insertion point based on f .

We use BLS as the strategy model, which is triggered by the contact force during the insertion process. The

insertion position is adjusted according to the force detected during the insertion process. The input of the BLS is

the six dimensional force information when the peg contacts the ring during the insertion process, and the output is

a two-dimensional displacement bias, represents the deviation between the current position and the exact position



Fig. 8. Experiment scene diagram, Elite is a robot with six degrees of freedom, ATI is a six-dimensional force

sensor, the diameter of peg is 38 mm, and the inner diameter of ring is 40 mm.

of the ring. The network is initialized by a small amount of training data, it is not convergent. The arm may need

several attempts to insert the clevis into the ring, the input and output of BLS will be recorded at each insertion.

After successful insertion, the recorded output data will be processed, and BLS will update the weight according

to the processed data. In this way, after each successful completion of the task, the network will tend to converge

more. Our goal is that after multiple insertions, the network can converge enough, that is, after only a few attempts,

the peg can be inserted into the ring. The BT of the task is shown in Fig. 9.

Fig. 9. Behavior tree of assembly task, this tree consists of a Sequence node, two Fallback nodes, a Parallel

node, two Condition nodes, and five Action nodes.



2) Initialization of network: The input of BLS is six-dimensional force information, and the output is the predicted

ring center position. BLS is initialized by the collected training data, the training data is obtained by inserting at

the position that is 2mm away from the actual position of the ring, as shown by the blue dot in Fig. 12.

3) Experimental process: First, we make the peg move randomly to a position within a certain range around

the ring, and the peg is not aligned with the ring. The arm attempts to insert downward from the starting position.

When the peg touches the ring, the BLS is triggered, it predicts the real position of the ring based on the current

force information, and then the arm will re-inserted after aligning to the predicted position. If the BLS successfully

predicts the exact position of the ring, the peg will be inserted successfully, otherwise the peg insertion will fail,

the BLS be triggered again, and the arm will be aligned and inserted again until insert succeeded. Fig. 11 shows

the successful insertion after 2 failures.

4) BLS weight update: Suppose that after n attempts, the peg is successfully inserted into the ring, and the n

inputs and outputs of the neural network are D = {d1, d2, ..., dn}, di = {fi, xi} (1 ≤ i ≤ n). fi is the contact

force when the insertion fails, and xi is the deviation between the current position of the network output and the

accurate position of the ring. We believe that only the last outputs of BLS is correct, and the previous n − 1

times are wrong. After the peg is finally inserted into the ring successfully, we assume that the final insertion

position p∗ is the exact position of the ring. Therefore, the correct output of BLS should be the deviation from the

insertion position to p∗. The actual deviation corresponding to the contact force fi during the ith insertion shall be

Fig. 10. Insertion completed successfully after 2 failures, First, the arm tries to insert downward at the initial

point. After contacting the ring, BLS predicts the next insertion position according to the force information. The

arm inserts downward again, but still fails. BLS predicts the next insertion position again, and finally inserts

successfully.

x∗i =
∑n

i xi (1 ≤ i ≤ n− 1). Fig. 11 shows an example of successfully completing the task after three attempts.

Each attempt will be used as a new sample to update the weight. After correcting the wrong output, update the



(a) (b)

(c) (d)

Fig. 11. The peg starts from s, and after two attempts at a and b, it is finally inserted successfully at f . c is the

midpoint of the ring, and the green area indicates the area that can be successfully inserted. The collision force

and
−→
sf ,

−→
af ,

−→
bf of the peg at s, a, b insertion will be used as the output and input of new samples for updating

weights.

weight of BLS based on Eq. (17)-(20).

5) Result analysis: We carried out a total of 100 insertion tasks, and the initial positions of each insertion were

randomly obtained from the range of 1-5mm from the center of the ring. The initial insertion positions of these 100

times are shown in Fig. 12. Table II shows the average number of attempts for successful insertion. It can be seen

that at the beginning, because the BLS is not convergent, the arm needs 11.7 attempts on average to successfully

insert. However, with the increase of the number of successful attempts, the weight of the BLS tends to converge.

After 20 experiments, the insertion can be successfully completed by 3.4 attempts on average. However, as the

training data continues to increase, it cannot achieve the effect of successful insertion only once. We think there

are two reasons: 1. The measurement error of the force sensor. 2. The expected network output is the deviation

from the insertion position to the center of the ring. However, since the position of each successful insertion is not



Fig. 12. The blue point and the red point are the sample points and the random initial points in the experiment,

respectively. The green area is the area that can successfully complete the insertion task.

necessarily the center of the ring, the correction data used to update the network is not completely correct.

TABLE II: Average number of successful insert attempts

Number of experiments 0 5 10 20 50 100

Average Attempts 11.7 8.3 5.4 3.4 2.3 2.1

IV. CONCLUSION

We proposed a human-robot skill transfer framework based on modified DMPs and BT. Due to the simplicity

of the DMPs and its strong generalisation ability, it was adopted to encode manipulation skills, clean tables and

assemble. Furthermore, the proposed framework enables robots to recover from human interference during the

execution of a skill. In addition, BLS is integrated into the framework and its weight is iteratively optimized, which

further enhances the generalization and applicability of the framework. In this work, BLS was used to generate

specific parameters of motion. In future work, we will further refine and improve the proposed method, such as

using BLS to select motor skills, so that it could complete more complex manipulation tasks and have better

generalisation capability.
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