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Big Data with Deep Learning for Benchmarking Profitability Performance1

in Project Tendering2

Abstract3

A reliable benchmarking system is crucial for the contractors to evaluate the profitability performance of4

project tenders. Existing benchmarks are ineffective in the tender evaluation task for three reasons. Firstly,5

these benchmarks are mostly based on the profit margins as the only key performance indicator (KPI) while6

there are other KPIs fit to drive the evaluation process. Secondly, these benchmarks don’t take project7

context into account, thereby restricts their predictive accuracy. And finally, these benchmarks are obtained8

from small subsets of data, making it hard to generalise. As a result, estimators cannot probe into tenders9

to judge the strengths and weaknesses of their bids. This advancement is critical for not only choosing more10

lucrative opportunities but also driving negotiations during the tendering process.11

This study aims to develop a benchmarking system for tender evaluation using Big Data of 1.2 terabytes,12

comprising 5.7 million cells. A holistic list of seventeen (17) KPIs is identified from the email data using13

Text Mining approaches. Besides, eight (8) key project attributes are chosen for ensuring context-aware14

benchmarking using Focused Group Interviews (FGIs). At the crux of this work lies the proposition of a15

deep ensemble learner based on the decomposition-integration methodology. In the decomposition stage,16

the model predicts several attribute-specific benchmarks for each KPI using our proposed context-aware17

algorithm. In the integration stage, deep neural network-based learners are trained to generate final project-18

sensitive KPI benchmark. The learner is deployed in the Spring tool to support the tender evaluation of19

power infrastructure projects. A tender of 60km underground cabling project is evaluated using the proposed20

learner. The system spontaneously identified KPIs in the tender that require further attention to achieve21

greater profitability performance.22

Keywords: Big Data, Project Tendering, Text Mining, Deep Learning, Benchmarking, KPIs23

1. Introduction24

1.1. The Issue of Profitability Performance25

The project-based industries are becoming more competitive with firms operating at low profit margins26

(Fadhil Dulaimi, 2005; Tam et al., 2004). Despite immense efforts, these firms struggle to make reasonable27

profits. Table 1 verifies this fact for the top construction contractors in the UK. Majority of these firms went28

into losses. Their combined profit for the year 2017 is −5.41%, which signifies that these firms incurred £1.9429

billion lost despite a total turn over of £36billion. For similar reasons, some project-based industries like30

construction are often ranked highest by the company insolvency index, with 14.4% firms getting bankrupt31

yearly (Alaka et al., 2018). Such margin erosion across the bulk of their projects calls for the adoption of32

digital technology to achieve precision in their project planning and control activities.33

The profitability performance in power infrastructure projects is trickier as these projects tend to be34

more complicated and span a wider geographical area. This geographic dispersion brings lots of risks to35

projects that are hard to quantify at the early tendering stage (Cheng & Roy, 2011). The unanticipated36

risks occur during the project delivery that are often covered from the planned margins (Makovšek, 2014;37

Taroun, 2014). Common risks include weather surprises, schedule changes, increased demand for resources,38

inoperable land for plants, plant damages and fixed outage dates. Also, the clients use the competitive nature39
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Table 1: Top 10 Construction Players in the UK—Source:TCI (2017)
Rank By
Turnover

Company
Name

Turnover
(£m)

Pre-tax
Profit (£m)

Pre-tax Profit
Margin (%)

1 Balfour Beatty 8,683.00 8 0.09
2 Carillion 5,214.20 146.7 2.81
3 Kier Group 4,211.00 -15.4 -0.37
4 Interserve 3,685.20 -76.4 -2.07
5 Morgan Sindall 2,561.60 43.9 1.71
6 Amey UK 2,531.00 -43.9 -1.73
7 Laing O’Rourke 2,513.20 -245.6 -9.77
8 Galliford Try 2,494.90 135 5.41
9 Mitie 2,126.30 -42.9 -2.02
10 Mace 2,041.10 10.7 0.52

Total Pre-tax Profit Margin (%) -5.41

of the industry to push margins further down. They mostly prefer cheaper tenders. The contractors in the1

pursuit of winning competitions submit unrealistic bids that eventually end up into losses. Projects began2

with certain planned margins gets completed with entirely different (low) margins. A robust evaluation3

system is required for not only quantifying but also validating the core constituents of tenders like the costs,4

profit, risks, and opportunities.5

1.2. The Need for Tender Evaluation6

Tender evaluation is an important task for both clients and contractors. The clients wish to get their7

projects completed faster and cheaper. They need an evaluation system for choosing the right contractors.8

Tender evaluation from the clients’ perspective has been an active area of research (Chen & Pan, 2018; Rao9

et al., 2018; Samuel, 2018; Watt et al., 2010; Wong et al., 2003; Watt et al., 2009a). The contractors, on10

the other hand, need an evaluation system to ensure the submitted bids have high quality and profitability11

performance. Tender evaluation from the contractors’ perspective is rarely studied. At present, estimators12

prepare tenders (as shown in Fig.1), which either lack the form or the substance. They often fail to win the13

bid due to the inability of their tenders to drive the tender negotiation task. Such instances are undesirable14

as tendering costs these firms a huge fortune. In the case of winning tenders, contractors find it hard to15

complete projects due to unrealistic projections. An evaluation system is crucial to support the contractors16

using data-driven insights during the tender evaluation task to ensure high-quality bids are submitted before17

the clients.18

1.3. Focus of the Paper & Research Methodology19

This study aims to harness Big Data with Deep Learning for the development of a robust tender evalua-20

tion system. The idea is to facilitate contractors during the evaluation process towards tender completeness21

and accuracy. The system will allow estimators to understand bids, and to compare and contrast various22

aspects of tenders using a RAG (red/amber/green) colouring scheme. The underlying objectives of the study23

are as follows:24

1. Identify key tender elements for driving holistic evaluation task25

2. Develop deep ensemble learner for tender evaluation using Big Data26

3. Evaluate deep ensemble learner for benchmarking projects’ profitability performance27

This study has employed data collection and analysis strategies for both qualitative and quantitative data.28

The qualitative data, including emails of the management, sales and delivery personnel of a UK construction29

contractor are analysed using Text Mining to decide key performance indicators (KPIs) formulating a robust30
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Figure 1: An Example Tender Summary of Power Infrastructure Project

project tender. Likewise, focus group interviews (FGIs) were held to choose key project attributes for context-1

aware benchmarking. An algorithm for deriving attribute-specific benchmarks across eight key project2

attributes is developed. The algorithm is used to generate benchmarks from Big Data of 1.2 Terabytes. The3

algorithm yields several benchmarks during the decomposition stage that are then collated with deep neural4

networks at the integration stage. The proposed model is implemented into the Spring system that is a5

web-based project management tool for supporting whole-life activities of planning and controlling mega6

construction projects. The system is tested with a case study of 60km underground cabling project. During7

the tender evaluation task, the system is found incredible in guiding estimators to improve the project8

tenders. The proposed benchmarking approach can be tailored to automating a wide range of similar9

project-related tasks.10

1.4. Contributions11

This study is unique in the sense that Big Data with Deep Learning is used for the first time to de-12

velop a benchmarking system for tender evaluation. While tender evaluation from a client perspective is13

largely explored, this study examines the issue from the contractors’ perspective. The purpose is to develop14

an objective system to facilitate contractors in producing high-quality project tenders. Besides, the idea of15

Opportunity-On-A-Page (OOAP) dashboard is introduced for utilising the proposed leaner in real-life scoring16

of project tendering tasks. Using RAG (red/amber/green) encoding, the OOAP allows the estimators in ap-17

prehending the strong and weak aspects of their tenders at a glance. This study has enormous implications18

for knowledge and practice.19

1.5. Organisation of Paper20

The next section provides an extant literature review on KPIs, key project attributes, and the need for21

Big Data with Deep Learning in tender evaluation. Then, the 5-fold research methodology used in this study22

is described in Section 3. Section 4 and 5 describe Text Mining and FGIs for identifying critical components23

of a tender. The description of databases and Big Data integration strategy is explained in Section 6. The24

proposed deep ensemble learner is introduced in Section 7. The deployment of deep ensemble learners is25

explained in Section 8. The system is evaluated by a case study of a 60km power infrastructure project in26

Section 9. Section 10 highlights the implications of this research. And finally, conclusions, limitations and27

areas of future study are presented in Section 11.28
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Table 2: Uniform Rate-Based Profit Margin Bechmark for Tender Evaluation

Sr.# RAG Score Description RAG Score Profitability
Performance

1 Profit margin less than 10% Red Poor
2 Profit margin between 10% and 14% Amber Average
3 Profit margin 15% and above Green Good

2. Literature Review1

2.1. Benchmarks and KPIs for Project Performance Evaluation2

Project-based industries, like construction, have become mostly competitive. These firms continuously3

assess project performance to achieve excellence and steadily deliver higher performance. According to4

Kim et al. (2018), there are four strategies to evaluate project performance. Firstly, firms adopt standards5

promoted by the Project Management Institute (PMI) and the Global Alliance of Project Performance6

Standards (GAPPS). Secondly, firms evaluate project objectives against key performance indicators (KPIs)7

and benchmarks. Thirdly, firms benchmark project performance with standard best practices or lessons8

learned. And finally, comparing planned vs actual performance using the Earned Value (EV). Existing9

project management tools implement these strategies in one or another way to support project management10

tasks (Vischer, 2018). These strategies provide continuous guidelines to enhance the performance evaluation11

process.12

This study aims to revitalise benchmarking and KPIs-based strategy for tender evaluation. Benchmark-13

ing and KPIs work in tandem. While KPIs quantify performance from a specific dimension, benchmarks14

provide a logical framework to distinguish the good and bad performing KPIs (Colwill & Gray, 2007; Busby15

et al., 2013). The selection of relevant KPIs to benchmark performance is of paramount importance to an16

effective evaluation system (Lu et al., 2015). KPIs can measure performance along strategic, operational17

and tactical objectives set out by the project teams Bassioni et al. (2004). Firms use these metrics to under-18

stand past performance in a retrospective manner. This enables comparing and contrasting projects to learn19

lessons and identify best practices. Benchmarking and KPIs strategy is studied by various researchers for20

(i) developing early warning systems (Kim et al., 2018), (ii) understanding resources efficiency (El-Mashaleh21

et al., 2007), and (iii) enabling greater control to achieve the smart allocation of project finances (Busby22

et al., 2013) in the literature. This strategy is recognised to work well in facilitating decision-making tasks23

towards sustainable project performance.24

2.2. Limitations of Existing Tender Evaluation Approaches25

The first gap in the literature is the fact that tender evaluation is mainly studied from client’s perspective26

(Falagario et al., 2012; Kissi et al., 2017). The approaches devised so far cannot be adapted for contractors27

since the evaluation criteria greatly vary. As a result, current project management software used by contrac-28

tors don’t provide an objective mechanism to cover their tender assessment tasks. The evaluation process,29

based on personal judgements, usually lead to inconsistent outcomes. In general, existing approaches fall30

short in the following three areas:31

2.2.1. The Issue of Key Performance Indicators (KPIs)32

The choice of accurate KPIs is crucial for the development of a holistic tender evaluation mechanism. By33

KPIs, we mean items that can support the assessment of tender documents from several critical dimensions.34

Traditional tenders used by contractors merely capture costs and margins which are used in tandem to35

calculate the project value. Contractors use profit margins listed in tenders as the single KPI driving their36

evaluation decisions (Farooq et al., 2018; Domingues et al., 2017). They bid for tenders with substantial37

margins or skip the projects otherwise. Table 2 shows an example benchmark used by contractors for profit38

margins. This monolithic approach is not capable of driving a reliable evaluation process since profit margin39
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alone can’t explain all aspects of a project (Alaka et al., 2017). In particular, project complexity involving1

risks, opportunities, and innovations. These KPIs are indispensable for robust tender assessment, but barely,2

any existing approach uses these KPIs and thereby lack reliable grounds for tender evaluation (Watt et al.,3

2009a; Kissi et al., 2017; Watt et al., 2009b). Our discussions with industry professionals revealed that most4

contractors want to see KPIs quantifying risks, opportunities, innovations and stretched margins during the5

evaluation process. A project with a reasonable margin can still fail due to the huge risks involved in the6

project delivery. These KPIs can provide multiple assessment criteria for exploring tenders from several7

dimensions.8

2.2.2. The Issue of Context in Benchmarking9

While KPIs quantify critical tender elements, benchmarks provide definitive boundaries for empirically10

evaluating KPIs. Benchmarks can instantly reveal the performance of KPIs in bids. Currently, there is not11

much work on benchmarking in the literature. Few authors have employed benchmarking for assessing other12

project dimensions like waste management (Lu et al., 2015, 2011; Tam et al., 2007) and bid price evaluation13

(Zhang et al., 2015; Wong & Ng, 2010). In practice, contractors frequently use in-house benchmarks for14

KPIs like profit margins, as shown in Table 2. However, these benchmarks are commonly derived using a15

uniform fixed rate, which cannot reflect the real-life project complexities. E.g. profitability performance16

varies by different projects (Rui et al., 2017). Small projects tend to have higher margins than large projects.17

A contractor won’t bid for small projects until there is more profit in it (Peterson, 2005). The evaluation18

system based on uniform rate would classify a small project with 15% as a good project, which, in reality,19

has poor profit, keeping in view an average margin of 36% for small projects. The issue of context is vital20

to developing reliable benchmarks for KPIs. This inability to factor in context is the fundamental reason21

for existing benchmarks being unable to drive the tender evaluation process (Lu et al., 2015).22

2.2.3. The Issue of Data23

Another limitation of benchmarking-based evaluation systems is their ability to generalise and adapt.24

Benchmarks tend to obsolete frequently and require refreshing when new data are captured. The volume25

of data also plays a decisive role—most benchmarking solutions are derived from small subsets of data (Lu26

et al., 2015, 2011; Tam et al., 2007; Zhang et al., 2015; Wong & Ng, 2010). The data used by these systems27

are often qualitative, gathered through literature, case study, interviews or site surveys. Therefore, the28

derived benchmarks tend to inherent subjectivity and biases as well as lack generalisability. Most projects’29

data (i.e. 85%) arising from unstructured sources are barely used by these systems (Bilal et al., 2016). These30

data sources can enable multi-criteria KPIs based benchmarking and tender evaluation. Contract documents31

enlisting retention details can be used in the tender assessment to see the implication of payments withheld32

by clients on project delivery. Tapping into unstructured data sources has become vital for developing a33

robust tender evaluation system.34

2.3. The Role of Big Data and Deep Learning35

Big Data is the emerging ability of firms to store, integrate and use different types of large volumes of data36

in their enterprise solutions (Diebold, 2000; Jacobs, 2009). The term Big Data is considered to have following37

three features also referred to as 3Vs—including 1) volume (terabytes, petabytes of data and beyond), 2)38

variety (different formats like text, sensors, audio, video, graphs and more), and 3) velocity (continuous39

streams of the data). A systematic approach to harness Big Data for business strategy and advantage is the40

utmost priority of many firms these days (Thomas, 2015; Agneeswaran, 2014; Bonino et al., 2013). More41

importantly, firms are more curious about analysing extra dimensions of data to bring precision to their42

project planning and control tasks (Bilal et al., 2016). This study harnessed Big Data of electricity grid43

projects to develop a profitability benchmarking system for project tendering. This synergistic integration44

is incredible to revitalise the accuracy of existing tender evaluation systems.45

Machine learning (ML) is the toolbox for knowledge discovery from large amounts of data. ML offers46

supervised and unsupervised algorithms to perform the majority of learning tasks. In supervised learning,47

5



the model is presented with x input features and y output feature(s). The shape of y varies based on1

the learning task. In classification, y constitutes a vector of scalars, denoting the class labels, whereas it2

can be a series of continuous values in the case of regression. In supervised learning, the training process3

finds parameter values (Θ) that can best fit the output vector (y) based on a loss function L(y, ŷ). The ŷ4

represents the output when x features are fed into f(x; Θ), i.e. the model. In the unsupervised learning5

algorithms, data is analysed without labels to find patterns like latent subspaces. This work focuses on6

supervised ML which profitability benchmark prediction is modelled as the regression task.7

Neural networks are supervised learning algorithms that provide the basis for all modern deep learning8

architectures. A neural network is made up of neurons with activation function and parameters Θ = W,B9

where W are the weights and B are the biases. The activation a in a layer is the linear combination of10

input features (x) with the parameters, followed by an element-wise non-linearity (δ). This is expressed as11

a = δ(wT x+ b). Most commonly used non-linearities include the sigmoid and rectified linear units. In deep12

learning, we stack several such layers on top of each other like f(x; Θ) = δ(W lδ(W l−1 · · · δ(W0x + b0) +13

bl−1) + bl), where, W represents weights matrix and l is total layers in the network. The layers between the14

input and output are the hidden layers. When a network involve more than one hidden layer, it is called15

the deep neural network (DNN). Interested readers can find more about mathematical formulation of deep16

learning in Goodfellow et al. (2016).17

In the beginning, neural networks were considered hard to train. They became more popular after 200618

when it is realised that training neural networks in a hybrid fashion (unsupervised then supervised fine-19

tuning) can result in excellent performance (Bengio et al., 2007; Hinton & Salakhutdinov, 2006). Nowadays,20

neural networks are trained in an entirely supervised way to greatly simplify the training process. The most21

common neural networks architectures are convolutional neural networks (CNN) used for image processing,22

recurrent neural networks (RNN) used for sequence data and fully connected neural networks (FCNN) used23

for tabular data. We employed FCNN for predicting the profitability benchmarking in this study.24

Several authors have tried to utilise Big Data for developing reliable benchmarks to carry out various25

project-related tasks in the construction industry. Lu et al. (2015) used Big Data of construction waste to26

create waste generation rates (WGRs) for the Hong Kong industry. They found that WGRs derived from27

Big Data are more robust and can be confidently used to benchmark the waste management performance of28

contractors. Bortolazza et al. (2005) showed the effectiveness of Big Data towards the percentage of plans29

(PPC) analysis. They found that decision trees and neural networks are great tools to glean actionable30

insights from more data to create strong project planning and control indicators. Lastly, Ogunlana et al.31

(2010) explored the significance of KPIs from stakeholders (client, contractors and consultants) perspective32

and pointed out the importance of context in benchmarks and KPIs. They suggested the inclusion of33

diverse KPIs for performance evaluation than that of the iron triangle, which only focuses on time, budget,34

and specifications. This research further the field by proposing a comprehensive list of KPIs to facilitate35

contractors during the tender evaluation task using project-specific benchmarks.36

3. Research Methodology37

This study has 5-part research methodology to demonstrate an end to end development of an ML system38

for tender evaluation. The first part involved the use of Text Mining to identify KPIs for supporting a39

holistic assessment process. We engaged industry professionals in this stage to make this selection. Their40

views about KPIs were captured through the email responses. The unstructured emails data is then analysed41

through Text Mining to identify the top-k KPIs for the tender evaluation. Experts are engaged to finalise the42

list of KPIs. The next part employed Focused Group Interviews (FGIs) for identifying key project attributes43

that can facilitate the context-aware reasoning for benchmarks the performance of KPIs. Their discussions44

were recorded, transcribed and then thematic analysis was performed to identify the final list of key project45

attributes. The selection of KPIs and key project attributes informed the data collection and integration46

strategy. We collated massive amounts of construction data using Big Data integration technologies from47
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Figure 2: Proposed Research Methodology

structured and unstructured data sources. Mediator wrapper architecture is used for data integration from1

diverse data sources. The collected data is first filtered to select the right set of relevant power infrastructure2

projects. The integrated data is re-structured and stored in a relational model to support the subsequent3

ML tasks.4

Once data is made accessible, a decomposition-integration based strategy is proposed to develop a deep5

ensemble learner for benchmarking KPI performance. In the decomposition stage, we proposed a floorplan-6

ning algorithm to map entire data onto the 2D plan and then extract attribute-specific KPI performance7

benchmarks. Recursive SQL queries were employed to derive these benchmarks where were then fed into the8

following integration stage. Integration stage harness the fully connected deep neural networks for training9

seventeen (17) models to produce project-sensitive profitability performance benchmark. Experts were en-10

gaged in the data annotation and algorithmic audit tasks. Several data augmentation tasks were performed.11

More importantly, embeddings were harnessed to learn high dimensional vectors, representing the inherent12

structure of categorical values. An extensive model training strategy is followed where different hyperparam-13

eters of deep learning algorithms were checked to identify the ones which will enable better learning of KPI14

benchmarks from the dataset. GPU-enabled servers from cloud were utilised for the training and evaluation15

of models. Oracle R Enterprise (ORE) is harnessed for production deployment where these tensor-encoded16

models were transported into a relational table in the Oracle database, and PLSQL package is developed17

to invoke these models from other applications. The outcome of the deep learning models was evaluated by18

industry experts across edge cases to ensure generalisability of the learner. Keras with Tensorflow backend19

is used for training models. These models were deployed for real-life scoring for use by end-users through the20

Spring system. The Spring system harnesses RAG colouring in its user interface to decode the performance21

of KPIs in a given project tender.22

To see the real-life suitability of the proposed deep ensemble learner, we went further by testing the23

learner with a case study of 60km power infrastructure projects. The learner predicted a project-sensitive24

benchmark for all KPIs, which is deliberated by the industry experts in the Spring system. Their feedback25

was recorded and discussed in this study. Overall, the proposed deep ensemble learner has tremendous26

utility for estimators to objectively perform the tender evaluation as part of their line-of-work tasks.27

4. Text Mining28

Text Mining is a knowledge-intensive process to employ analytical tools for extracting meaningful insights29

from text documents. Unlike traditional data mining, Text Mining specialises in exploring semi-structured30

and unstructured text (Inzalkar & Sharma, 2015). Text Mining algorithms have a strong mathematical31

basis, thereby enabling quantitative analysis of the qualitative data. These approaches are widely used to32

solve non-trivial problems across several industries (Fleuren & Alkema, 2015; Weiss et al., 2015). Since the33

selection of KPIs is crucial for reliable tender evaluation, this study used Text Mining for identifying KPIs34

for unstructured email responses. The survey would be an excellent tool for this knowledge elicitation over35

emails. However, capturing all stakeholders’ views using a survey would have involved asking numerous36
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Figure 3: Proposed Text Mining Pipeline for KPIs Selection

questions. The respondents lose patience as they find many questions, especially with several unrelated to1

their experience. They start paying less heed to core relevant questions, which would have compromised2

the validity of the approach. Next, surveys are usually not useful for in-depth exploration when a study3

focuses on understanding the intersubjective perspectives of domain experts. Lastly, the survey is an apriori4

approach where researchers constrain respondents to a set of pre-selected views rather than sharing more5

diverse personal experiences. We, therefore, decided to capture expert knowledge from professionals through6

email responses to let them express their opinions on the significance of KPIs using open-free text.7

To this end, data of email replies were gathered from industry professionals, asking them about what8

should comprise KPIs for project tender. Accordingly, 267 answers are recorded. The participants include9

employees of a leading UK construction firm. Out of all responses, 20% replies were received from the10

management, 30% from estimators and 50% from the delivery personnel including PMs, QS, CMs, etc. This11

distribution represents good diversity based on their roles and daily tasks. The following script shows a12

small section of an example response from those emails. There were 1, 349.34 words used on average in these13

emails, thereby constituting a considerable data for exploration. Manual text exploration was considered14

an error-prone and inefficient approach. A Text Mining approach is therefore adopted to review the textual15

contents from these emails. Fig. 3 shows an overview of the proposed Text Mining pipeline. We began by16

creating the text corpus, which is a repository geared for statistical analysis of text sources. Afterwards,17

various data cleansing and standardisation operations were performed. Lexical analysis is performed to18

break down sentences into words. Then, word-stemming is applied to find the root word for these terms.19

“I would like to talk about the inclusion of retention to the KPIs we want to use for tender20

evaluation. Retention is a % of the sales amount held up by the client for a while. The % and21

period are agreed at the onset of the project. This amount can affect the cash flow of the project.22

If this amount is significant, then the reported margin on that project cannot include that amount23

which means the company cannot reflect that amount in their books yet. Now a construction24

company always have a few projects running, imagine the implication of all projects having a25

certain amount of retention being withheld by the different clients for years. This can adversely26

affect company books, i.e. several figures in red signifying figures waiting to be paid. This can be27

the difference in a company being in profit or being in the loss.”28

An initial review revealed large disparities and grammatical errors in the emails. E.g. Margin was used29

differently by different people as Profit Margin, Margin (%), Margin and Markup. Such heterogeneities30

usually stem from people paying less attention while writing emails (Sakurai & Suyama, 2005). A concept31

dictionary is developed to standardising vocabulary. Preferred terms used by experts are used to identify32

the KPIs. The concept dictionary was found phenomenal for tackling such heterogeneities in the text.33

Furthermore, some text cleanup operations on corpus are performed like excluding punctuations, stop words,34

white spaces, and numbers. This way, data is eventually made suitable for onward computation needed for35
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Figure 4: Wordcloud - Possible List of KPIs for Project Tenders

understanding the text. Term-document matrix (TDM) is constructed, whose rows represented terms and1

columns the emails, such that each entry in TDM represented the frequency of the given term in the given2

document. The TDM provided basis for the top-k analysis we employed to identify the KPIs for evaluation3

during the process.4

Once data is prepared, several visualisations are produced, including wordcloud and barplot. Wordcloud5

is a great tool for having an initial impression of text contents (Cui et al., 2010). It reveals the most fre-6

quent terms used in the corpus. We used it to show all KPIs used in the emails. Additionally, barplot7

is used for filtering KPIs for top-k words used in the corpus. Fig. 4 displays a list of KPIs mentioned in8

emails using wordcloud. There were 233 KPIs in total, 87% of which comprises project costs and expen-9

diture types. Majority of management personnel ((i.e. 93%) highlighted high-level KPIs like materials,10

risks, opportunities. The estimators mostly suggested a mix of high-level KPIs (57%) and detailed KPIs11

(43%). Project delivery personnel (i.e. 95%), on the other hand, mostly prescribed detailed KPIs for tender12

evaluation like cables and conductors.13

Obviously, Profit, Sales and Costs are mostly recommended KPIs. The breakdown of KPIs like Costs14

including Plant, Labour, Material, Subcontract were secondly recommended. Overall, Costs are the15

frequently spoken KPIs in the corpus. Interestingly, a reasonable number of managerial staff talked about16

Risks, Opportunities and Innovations. These KPIs are rare though but reveal important information to17

aid tender evaluation. This way a large number of KPIs are identified from the text. Since a tender can’t18

capture all KPs, a tradeoff is agreed concerning the complexity of documents and the ease of evaluation. It19

was highlighted that complex tenders are hard to analyse are consume more time. So finally top 20 KPIs20

were agreed based on their frequency distribution. Majority of these KPIs are high-level and capture many21

detailed-KPIs indirectly. Fig. 5 shows the distribution of top 20 KPIs using barplot.22

It is pointed out that popular (top-k) terms might not be the most crucial KPIs for tender evaluation.23

We supported our selection criteria with opinions from the industry professionals to make sure a robust list24

of KPIs is compiled. To this end, the barplot is deliberated with industry experts to ensure the right KPIs25

9



Figure 5: Barplot - Top 20 KPIs by Frequency Distribution

were chosen for tender evaluation. Their discussions have resulted in making useful adjustments to the list.1

KPIs like Cables were merged within Materials to avoid confounding impact. Similarly, Time is declared2

more of an attribute than a KPI, so it is dropped from KPIs and added to project attributes for enabling3

context in benchmarking. The Lost Time Injuries (LTI) refers to an injury that causes an operative4

absent from work for more than a day. As a KPI, LTI is removed from the list due to having cofounding5

influence on risks. Other KPIs like Liability, Highways, Environmental were merged into risks based6

on same argument. Stretched margin, which was not in the top-20 list, is advised for inclusion as it7

describes a maximum margin possible at project completion. Similarly, margin start date is included to8

see when exactly the project will start generating profit.9

A focused group interview was conducted to find out the organisation of KPIs onto the tender summary.10

Initially, four clusters were proposed, including Sales (comprising NSV), Costs (including Labour, Plant,11

Material, Subcontract and General Expenses), Profit (including Margin) and Miscellaneous (comprises12

Retention, Cost per km, Risks, Contingency, Opportunity, Innovation, Stretch Margin and Margin Start13

Date). But Miscellaneous cluster was made redundant after the following changes. Retention is merged14

into Sales since it denotes a proportion of sales withheld by clients. Cost per km is clustered under Costs15

due to its reliance. Likewise, risks and contingency were moved to Costs as they represent amounts16

to cover Costs of events incurred by detrimental hazards or unforeseen circumstances. Opportunity and17

Innovation were added to Profit as they represent extra profits that can be realised; if not realised the18

profits doesn’t suffer any more cost than it would normally. Finally, Stretched Margin and Margin Start19

Date were affixed with Profit due to their relevance. Table 3 displays the final organisation of 17 KPIs.20

This study utilises these KPIs for benchmarking the profitability performance of project tenders.21

5. Focus Group Interviews (FGIs)22

The second phase of research methodology employed several FGIs to understand the context for prof-23

itability benchmarking. The idea was to learn from the real-life experience of practitioners. FGIs were24

pivotal to understand key project attributes for contextual reasoning. FGIs were chosen over one-to-one25

10



Table 3: Final List of KPIs for Tenders Evaluation
Sr.# KPI Name KPI Description

1 NSV Net sales value of the project
2 Retention % of sales withheld by the client for an agreed period
3 Cost Total cost of the project
4 Cost per km The amount per 1km of the route length
5 General expense The amount allocated to others such as travel expenses, council fines, wastes etc.
6 Plant The amount allocated to structures, machineries & specialist vehicles
7 Materials The amount allocated to the parts needed to complete the project
8 Labour The amount allocated to resource on the project
9 Subcontracts The amount allocated to specialist work or work given to other contractors
10 Risk pot The amount allocated to cover detrimental hazards to a project
11 Contingency The amount allocated to unforeseen circumstances
12 Profit Profit to be made from the project
13 Margin Profit expressed as percentage
14 Opportunity pot Margin to be realised from cutting cost
15 Innovation pot Margin to be realised from using new techniques
16 Stretch margin Margin + Opportunity pot + Innovation pot
17 Margin start date The first day of realising the profit

Table 4: Details of the FGI participants
Sr
No Team Expectations/themes Paticipants Experience

(Years)
Firm
Type Background Role

1 Management KPIs, key project attributes
pruning and organisation 5 18 Contractor BSc Economics Finance Director

2 13 Contractor Accounting and
finance

Business
development director

3 22 Contractor Accounting and
finance

Cabling finance
manager

4 14 Contractor Site
management Resource manager

5 24 Contractor Accounting and
finance

Project Monitoring
Officer (PMO)

6 Sales KPIs, key project attributes
pruning and organisation 5 25 Contractor BSc Civil Eng Quantity surveyor

7 12 Contractor Construction quantity
surveyor

Senior quantity
surveyor

8 16 Contractor Draughtsman Project Design
Manager (PDM)

9 18 Contractor BSc Civil Eng Senior Engineer
10 22 Contractor BSc Civil Eng Senior Engineer

11 Estimators

KPIs, key project attributes
pruning and organisation,
data labelling, crafting validation
sets, and Spring evaluation

5 23 Contractor OHL site operative OHL estimator

12 19 Contractor Finance and
Accounting

Regional Estimating
Manager

13 11 Contractor BSc Civil Eng Cabling estimator
14 25 Contractor Business Analyst Bid manager

15 22 Contractor Business and
Management Bid Manager

16 Project
Delivery

KPIs, key project attributes
pruning and organisation 5 16 Contractor OHL site operative Technical director

17 20 Contractor Business management Project manager

18 14 Contractor Construction site
operative Project manager

19 15 Contractor Construction site
operative General foreman

20 20 Contractor Project planning Project planner

11



Table 5: Key Project Attributes for Contextual Reasoning
Sr.# Attribute Name

1 Project size
2 Region
3 Project type
4 Business stream
5 Sector
6 Work type
7 Contractual type
8 Project duration

interviews as they allow participants to share their own experiences and respond to the views expressed by1

others. FGIs also facilitated group thinking with more deep-felt insights and a broader range of perspec-2

tives on the subject of contextual reasoning that can’t be achieved with one-to-one interviews. The validity3

and applicability of the key project attributes were also authenticated before they were used to develop a4

reliable benchmarking algorithm. The perception and expectation of industry practitioners were also better5

understood. The FGIs were supervised proactively to maintain openness and ensure the contribution of all6

participants.7

Overall, four FGIs were conducted with a total of 20 participants. Their selection was influenced by their8

role in the overall tendering process. Interactions were recorded and later compared with the notes taken,9

to ensure that all necessary information was captured. Transcripts were segmented for thematic analysis to10

compile a comprehensive list of key project attributes. A coding scheme was formulated. The critical project11

attributes found in the literature were also confirmed, with the addition of two crucial factors, i.e. project12

duration and contract type. In this study, a thematic analysis – that is, an exploratory qualitative data13

analysis approach – was employed (Guest et al., 2011). An exhaustive comparison to examine the structure14

and relationships among the themes was carried out. A thematic map was generated to provide an accurate15

representation of the transcripts. The final list of key project attributes taken from the thematic map is16

shown in Table 5.17

6. Databases and Big Data Integration18

The reliability of benchmarks depends on amounts of KPIs’ data available for all project attributes.19

Data integration from diverse project sources was the key challenging task in this research. Data has resided20

in Google earth PDF route files, Oracle financials, telematics, Primavera, Candy, health & safety, think21

risk, business objects, project control database, customer relationship management, and other large bodies22

of unstructured documents. The specifications of these sources were explored to identify KPIs data from23

these data sources. Fig 6 describes data sources of linear projects investigated in this work. An overall data24

consisted of 5.7 million cells, summed to 1.2 terabytes in size are analysed. A mediator-wrapper strategy25

is used for interacting with data sources through a unified interface. Data is loaded into the Hadoop data26

warehouse (HIVE) for parallel preprocessing. Apache Spark is employed to perform computations. This27

data fulfils all 3V’s of the Big Data, so this study qualifies this data as the Big Data.28

Preprocessing of projects’ data was another big leap in this research. Projects were filtered to ensure29

homogeneity in the analysis. Projects that tend to mislead results were excluded. Projects were filtered30

by their completion, which is determined from null values for pending costs or work in progress (WIP) or31

retention or capital employed or unpaid sales. This pruning reduced projects to 2, 709. Besides, projects32

only involving Cabling, Overhead lines (OHL) or Substation were selected. Among these, projects in-33

volving fault & services, maintenance, supply only, bundled projects, overhead costs, internal34

projects or non-projects (staff or resource training) works were also eliminated. International projects35

12



Figure 6: Big Data Sources of Linear Construction Projects

were also excluded. Apart from project pruning, lots of data disparities like non-standard values, missing1

values, and outliers were rectified. Projects, where data of KPIs were missing, were populated from other2

sources. Data ranges were validated, and erroneous entries were fixated. These manipulations excluded an-3

other 71, eventually left with 2, 443 projects in total. Project durations were populated from project plans.4

Project sizes were computed from financials. Margins at completion by fiscal periods were derived from job5

costing reports (JCRs). Data values indicating regions, contracts, voltages, workstreams, work types, and6

project types were standardised. A generic extensive SQL library is developed for HIVE to carry out similar7

data processing tasks. A sample of the raw data extracted from the integration of a large number of projects8

data sources is shown in Fig. 7. The choice of data elements included in the analysis is largely informed9

by the Text Mining and FGIs carried out during the research. Most monetary values were transformed into10

percentages and then the data is utilised by the ML models to derive KPI performance benchmarks.11

13



Figure 7: Sample Data of Power Infrastructure Projects Integrated from Diverse Big Data Sources
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Figure 8: Proposed Deep Ensemble Learner
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Figure 9: Proposed Data Representation using Floorplanning

7. Decomposition-Integration based Deep Ensemble Learner1

The next step in the proposed methodology involved the development of the deep ensemble learner.2

Ensembling is popular ML strategy for developing more reliable learners from several base learners (Friedman3

et al., 2001). This idea is reported to have significantly improved the predictive accuracy for many ML tasks4

(Wang et al., 2012, 2011, 2009). Ensemble learners outperform traditional leaners where predictions from5

base learners diverge substantially, which is the case with estimating benchmarks for KPIs. Ensembling6

works best with tree-based or neural network-based algorithms (Pino-Mejías et al., 2008). This study7

employs two-staged decomposition and integration approach to devising the proposed learner. The learner8

first yields several attribute-specific benchmarks and then shrinks it into a final project-sensitive benchmark9

to support the tender assessment process.10

Fig. 8 illustrates the architecture of our proposed learner. The learner takes in the percentage-11

transformed and normalised data of power infrastructure projects (see Fig. 7) during the decomposition12

stage and yields attribute-specific benchmarks for all the KPIs. A benchmark defines the good, average and13

bad performance criteria for KPIs. It comprises numerical thresholds (i.e. thresh1 and thresh2) against14

which the performance of KPIs can be measured objectively. The decomposition stage harnesses recursive15

SQL queries to the finest, which are formulated based on our proposed context-aware benchmarking algo-16

rithm, described in the following subsection. The decomposition algorithm generates several benchmarks17

for each KPIs based on key project attributes. The output from this stage is then stuck through the fully-18

connected deep neural network, comprised of several layers, during the integration stage. The integration19

stage collates these attribute-specific benchmarks and generates one project-sensitive benchmark for each20

KPI. These benchmarks are then utilised by the Spring system for supporting the tender evaluation pro-21

cess. The user interface (UI) of Spring uses red/amber/green (RAG) colouring approach to visualise the22

performance of KPIs against a benchmark during tender evaluation. This intelligent colour coding of KPIs23

informed by deep ensemble learner helps the estimators to identify strengths and weaknesses of tenders24

quickly. The following subsections explain these stages in more detail.25

7.1. Proposed Decomposition Algorithm26

The proposed learner takes the project context into account, which is defined based on eight key project27

attributets, agreed during FGI with industry professionals. Context has enormous significance for a robust28

evaluation system. E.g. tenders of mega projects tend to have low profit margins. It would be useless to29

trigger a red alarm for a mega project using a uniform averaged-benchmark for margin, which is likely to30

have higher thresholds. Our analysis of most projects revealed that context inclusion is vital for deriving31

reliable benchmarks for all selected KPIs. We proposed the decomposition stage in the learner to enable32

context-aware reasoning in our proposed methodology. The algorithm models entire data as a 2D surface, and33

16



Algorithm 1: Context-aware benchmarking algorithm
Data: P data of past projects
Result: B benchmarks

1 procedure computeContextualBenchmarks (P projects’ data)
2 K ← [k1, k2, k3, · · · , kn] such that k ∈ K;
3 C ← [c1, c2, c3, · · · , cm] such that c ∈ C;
4 B ← [Bkc1,Bkc2,Bkc3, · · · ,Bkcj ] where j is K × C;
5 L ← [good, average, bad];
6 for k in K do
7 for c in C do
8 sort & index P by c;
9 cluster P for distinct values of c;

10 for l in L do
11 compute x and y boundaries for k, c, and l;
12 impute boundaries if x and y are still empty (∅);
13 generate facet f for benchmark Bi;
14 end
15 F ← F ∪ f ;
16 Z ← resolveClash(F , c);
17 end
18 Bi ← resolveClash(Z, k);
19 B ← B ∪ Bi;
20 end
21 return B
22 end procedure

attempts to find boundaries (i.e. x and y coordinates) for benchmarks to separate KPI performances. Three1

fuzzy labels, including good, average, and bad were chosen to denote performance. The algorithm traverses2

the data like decision trees with slight alterations. Traditional decision tree algorithm underperform during3

extrapolation due to missing values. They are likely to yield undesirable blank benchmarks for certain4

edge cases including the missing values. On the contrary, the proposed algorithm extends search space and5

returns expected value (EV) for all cases, which is likely to be the best predicted benchmark.6

7.1.1. Benchmarking as the Floorplanning Problem7

The algorithm uses the floorplanning technique to learn attribute-specific benchmarks. The floorplan-8

ning is a field in convex optimisation where spatial units are used to model a computational problem. The9

optimisation algorithm aims to find the optimal size and placement of spatial units within an outer par-10

cel of a fixed perimeter. The proposed algorithm uses similar logic. It models the entire benchmarking11

space B = {B1,B2,B3, · · · ,Bn} comprises n benchmarks for k KPIs, where n is the number of project at-12

tributes, C = {C1, C2, C3, · · · , Cn}, for contextual reasoning. A benchmark Bi is made up of zones, Z =13

{Z1,Z2,Z3, · · · ,Zj}, where j is the number of unique values in the attribute. E.g., if Ci is Business stream14

then Z1 is Cabling, Z2 is Transmission, and Z3 is Substation. The zones (Z) horizontally divides 2D plan of15

a KPI into j slices. These zones are further split into facets F = {F1,F2,F3, · · · ,Fp} where p denotes three16

performance labels. The proposed algorithm computes x and y boundaries for facets (Fp). The benchmark17

(Bi) surrounds j zones (Zj) which in turn includes p facets (Fp). The algorithm is based on few assump-18

tions. A facet Fp cannot span several zones in Z. Likewise, a zone Zj cannot span several benchmarks.19

The Bi is the external parcel of 2D plan where x and y axes are derived. The lower-left corner of Bi is20

fixated at (0, 0). Unlike the actual floorplanning, the proposed algorithm doesn’t optimise the placement of21

rectangles; rather, it uses spatial querying to compute benchmark boundaries. Fig 9 elaborates the proposed22

representation used in the algorithm.23

17



7.1.2. The Proposed Algorithm1

Listing 1 outlines our proposed algorithm for decomposition. Let K denotes KPIs and C the key project2

attributes. The algorithm returns C benchmarks for K KPIs. All computation is enclosed in three loops.3

The first loop iterates over K KPIs and returns C benchmarks for each KPI. The second loop iterates over4

C values of a given project attributes and maps data as 2D plan. To this end, it sorts, index and clusters5

data based on previous project performance. Then, project identifiers are mapped onto x-axis and scaled6

KPI range to y-axis. Next, data are grouped by C to support benchmark computation. The innermost7

loop extracts performance boundaries, as thresholds for good, average and bad facets, accordingly. These8

boundaries might be null or overlap with one another. This occurs if data is imbalance or projects data has9

quality issues. The algorithm employs data imputation for blank benchmarks by extending search space10

from facet (F) data to zone (Z) data or in the worst case to benchmark Bi data. This ensures appropriate11

threshold values are always returned. However, the accuracy drops whenever the algorithm widens the12

search space. The algorithm also applies a simulated-annealing based optimisation to yield non-overlapping13

crisp boundaries for benchmarks. Since overlaps usually occur in facets and zones, the algorithm uses a14

resolveClash function to stop overlaps. The final benchmarks are guaranteed to be concrete by these15

augmentations.16

We used recursive SQL queries to implement all steps in our proposed algorithm. The algorithm draws17

eight benchmarks for each KPI by harnessing Big Data of power infrastructure projects. Fig. 10 visualises18

some benchmarks for the profit margin KPI. These visualisations clearly reveal that profitability perfor-19

mance varies significantly by project attributes. The use of averaged margin (i.e. 21.48% as the case in20

this study) for deriving benchmark thresholds to plan and control project performance is misleading. This21

context-aware reasoning is the novel aspect of the decomposition stage in our proposed learner. However,22

the inclusion of context results in several benchmarks for each KPI. Several benchmarks would confuse es-23

timators during the tender evaluation process. A project might be considered good by one benchmark (say24

region) but bad by another (say contract). A clever scheme needs to be incorporated in the leaner for25

combining several attribute-specific benchmarks to generate one project-sensitive and context-aware bench-26

mark. To this end, we are proposing the integration stage, where fully-connected deep neural networks-based27

models are exploited for consolidating KPI benchmarks. The following subsection explains the proposed28

integration stage in detail.29

7.2. Proposed Integration Approach30

The integration stage involved the training of seventeen (17) deep learning models. These models takes31

as input the key project attribute along with the output from the decomposition stage which is an attribute-32

specific benchmark containing performance label (categorical), thresh1 (numerical) and thresh2 (nu-33

merical). These models outputs a unified benchmark for respective KPIs, in the form of performance34

label (category), thresh1 (numerical) and thresh2 (numerical) values. During evaluation, a KPI will be35

classified as poorly designed if its performance is below the thresh1, it will be considered average performing36

if the performance lies between thresh1 and thresh2, and good if it’s performance exceeds thresh2. To37

prepare the data for training these models, we engaged industry experts to help us annotate all projects38

given eight attribute-specific benchmarks. They deliberated attribute-specific benchmarks and then agreed39

on the most appropriate thresholds for all KPIs to be used to evaluate one project. In this way, the entire40

dataset of power infrastructure projects is labelled with context-aware thresholds.41

Since key project attributes were categorical like the business stream, holding Cabling, Substation and42

Overhead lines (OHL) categories, it was needed to convert these attributes into some numerical form.43

Neural networks under the hood perform lots of mathematical manipulations during the training process,44

which would not be possible with categorical literals in the data. Merely integer enconding these at-45

tributes would be an option. However, it would be illogical as encoded categories won’t have revealed46

any important information or insights to the model. Cabling encoded as 150 and OHL as 50 in business47

stream attribute doesn’t means that cabling is 3 times larger or significant than OHL. Another alterna-48

tive was to employ one-hot encoding that works well for attributes with fewer values, but the attributes49

18



Figure 10: Attribute Specific Benchmarks for Profit Margin KPI
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like Client can take up to 1000 values. This approach is lazy and would have resulted in sparse matri-1

ces; hence, unnecessary memory-intensive computations. The most appealing option that was finally taken2

up in this research was that of embeddings. A primary reason behind this modelling decisions was to3

capture intrinsic properties of categorical attributes to aid to models’ performance. In embedding, cate-4

gorical values of an attribute are mapped onto a dense vector consisted of real numbers (its embedding)5

to learn the semantics of each category. The embeddings of size 8 for business stream would look like6

[1.624,−0.612,−0.528,−1.073, 0.865,−2.302, 1.745,−0.761]. We randomly initialised embeddings for key7

project attributes, and then learned their dense representations via the training process, before training our8

deep neural networks.9

Data normalisation is also exercised for the thresh1 and thresh2 input features to ensure zero mean10

and unit standard deviation. The data is then split into training (70%), validation (20%) and test (10%).11

We engaged industry professionals for crafting good validation and test sets that can enable the algorithm12

to train models which have reasonably better generalisation capabilities. One guiding principle was to train13

models on projects of earlier dates and test on the most recent projects. This was to mimic the real-life14

complexities and check models’ production deployment capacity, which was one of the main objectives of15

this study. The prediction problem is modelled as the regression problem where these models will predict16

thresh1 and thresh2 for the good, average and bad KPI performance. Mean squared error (MSE) and17

R2 are employed as error and accuracy matrices to ensure that these models are advancing in the right18

directions during the training process.19

We followed a systematic approach to train these seventeen (17) deep neural networks. Grid search is20

applied to check for the most optimal values of hyperparameters during the training phase. Lots of models21

were trained using different combinations of hyperparameters across initialisation type, scaling, activation22

functions, epochs, number of layers and number of nodes. Learning rate finder based on differential learning23

rate annealing is employed for finding the right step size during the training process. Stochastic gradient24

descent with restarts (SGDR) is implemented for training the model. Kaiming and Glorot initialisations are25

found to work well over random or uniform approaches for initialising the model parameters. These tasks26

entailed enormous processing which is carried out on cloud-based servers with massive NVIDIA GPU compute27

capabilities. The learners’ error, accuracy, response time, along with hyperparameter details, were recorded.28

The configuration of deep neural networks with the best accuracy is selected to separately train, intensively29

investigate and eventually deploy these models in the Spring system. Table 6 shows seventeen (17) deep30

learning models trained during the integration stage along with architectural details. Lots of adjustments31

were performed to develop models with the highest predictive accuracy and generalisation capability. Keras32

library is used for programming deep learning models. The library provided high-level methods to develop33

different architectures of deep learning models. Keras can be configured with several numerical optimisation34

engines like Theano, Tensorflow, and Microsoft Cognitive Toolkit (CNTK). This study utilised Tensorflow35

as the backend computation engine. R interface for Keras is configured using RStudio over a cloud server.36

Oracle R Enterprise (ORE) with custom PLSQL library is used for production deployment. The Spring37

system invokes deep ensemble leaner through PLSQL interface in an integrated fashion. The learner takes38

key project attributes for a given opportunity and then returns a project-sensitive benchmark of all KPIs39

to support the evaluation process. Spring exploits Java EE Expression Language (EL) constructs to enforce40

these predicted benchmarks using RAG colour coding in the user interface to support user task and speed41

up tool adoption and use.42

8. Production Deployment43

The proposed deep ensemble learner is deployed in the Spring system that is designed to facilitate44

staff in performing the whole-life tasks of construction projects using Machine Learning (ML). The entire45

functionality of Spring can be divided into two main construction stages, i.e. sales and delivery. Spring46

facilitate users during these stages through two dashboards. The first is Opportunity-On-A-Page (OOAP)47
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Figure 11: (a) The OOAP Layout (b) Deep Ensemble Learner in Action (Spring)

that covers all areas to support the sales activity. The second dashboard is Project-On-A-Page (POAP)1

that facilitates users during key delivery tasks. OOAP is the sales-phase equivalent of POAP used in the delivery2

phase. This study aims to gear Spring towards tender evaluation. Spring employs many ML models which3

are supervised by human experts to prepare reliable tender documents. The discussion of all ML models4

is beyond the scope of this study. Once tender documents are ready and available for evaluation, Spring5

uses the deep ensemble learner trough OOAP dashboard to generate project-sensitive benchmarks for KPI6

valuation. Fig. 11 displays OOAP layout and deep ensemble learner in action in the Tender Summary accordion7

of the tool. The deep ensemble learner has generated a benchmark to evaluate the given opportunity. Main8

attributes of a tender summary include the following:9

1. Tender items: The first column displays the name of the KPI used to describe a project tender.10

2. Estimated predictions: Next two columns display predictions (by value and proportion) using the11

proposed deep ensemble learner, trained on estimates generated by estimators. Ideally, these values12

shall be closer to human-generated estimates as the learner learned relationship from their experience.13

3. Actual predictions: Next two columns display predictions (by value & by proportion) using our14

proposed deep ensemble learner trained over the actual finances of completed projects. These values15

shall be closer to facts when the project would be delivered.16

4. Variance prediction: Next two columns report the difference between forecasts from ML models17

trained on actual finances and the estimates.18

5. Poor performance: These two columns provide benchmarks for poorly designed project tenders.19

6. Average performance: These two columns provide benchmarks for average project tenders.20

7. Good performance: Last two columns provide benchmarks for good project tenders.21
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Figure 12: Case Study of Power Infrastructure Project in Spring Tool used for Model Evaluation

The proposed deep ensemble learner populates columns labelled 5, 6 and 7 in Fig. 11. Spring tool uses1

these benchmarks to inform RAG colour encoding shown in the OOAP interface. It can be seen that Spring2

has highlighted KPIs using red, green and amber colours. The Tender Summary accordion shall be green for3

most KPIs for a tender to be good. Otherwise, estimators can start sorting out the red fields and improve4

estimates for KPIs where the proportions are off. In this way, the estimators glance through the tender and5

quickly identify week (red) or strong (green) KPIs for the opportunity at hand.6

9. System Evaluation through Case Study7

While we followed a robust strategy to validate the performance of our deep ensemble learner by crafting8

robust validation and test sets. This section explains how we further advanced our research toward real-life9

deployment. We assessed a real tender of 60km cabling project. Fig. 12 shows the Spring design editor where10

the entire construction route for cabling project is displayed. Spring utilises advanced geospatial analysis11

and mining to compute many critical route statistics with a high degree of accuracy. Table 7 presents the12

tender summary alongside the project-specific benchmark generated by the proposed deep ensemble learner13

for tender evaluation. The same benchmark is also shown in Fig.11 (b)) using colour coded KPIs. This14

benchmark is critically analysed by senior estimators to understand the reliability and suitability of the15

proposed learner. Their discussions for each KPI benchmark are captured in the following paragraphs.16

We found that it is challenging to define an accurate benchmark for the Net Sales Value (NSV) as project17

performance can be good, bad or average regardless of project sizes. Table 6 corroborated this fact that the18
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Table 7: Profitability performance benchmark predicted by deep ensemble learner for case study project
Sr.
#

Key Performance
Indicator (KPI)

Poor Performance Average Performance Good Performance
Min

Threshold
Max

Threshold
Min

Threshold
Max

Threshold
Min

Threshold
Max

Threshold
1 NSV 0 0 0 0 0 0
2 Retention 9 100 6 8.99 0 5.99
3 Cost 86 - 81 85.99 0 80.99
4 Cost per km 2 - 0.99 1 2
5 Labour 40 100 0 29.99 30 39.99
6 Plant 24 100 0 10.99 11 23.99
7 Materials 43 100 0 30.99 31 42.99
8 Subcontract 43 100 0 30.99 31 42.99
9 General expenses 19 100 0 11.99 12 18.99
10 Risk pot - 4.99 5 8.99 9 13.99
11 Contingency - 0.99 1 2.99 3 -
12 Margin - 10.99 11 14.99 15 -
13 Opportunity pot - 1.99 2 3.99 4 -
14 Innovation pot - 1 1.01 2 3.01 -
15 Margin start day 51 - 26 50.99 0 25.99
16 Stretch margin 25 27.99 28 29.99 30 -

NSV model has the least predictive accuracy, despite extensive data augmentation and model tuning efforts.1

This led us to override Spring predictions by displaying null values. For retention, deep ensemble learner2

foretold good projects shall have this value set between 0% and 5% of the NSV. For average performance,3

retention shall fall in a range of 5.1% to 8% of NSV, whereas retention rate above 8% will result in poor4

project performance. While contractors wish retention as low as possible, these predictions seemed quite5

high at first. However, after a detailed data exploration, it is revealed that the client involved in this project6

has always imposed high retention rates in the past projects conducted by this contractor.7

The benchmark revealed interesting insights into different cost categories. For the given tender to ensure8

good performance, cost categories such as labour, plant, material, subcontractor and general expenses have9

to be within the median percentages of the total cost of the project. These categories are not necessarily10

been at the extreme ends. The contractors shall price cost categories just right such that these tendering11

items are neither set too low nor too high. In either case, the project is likely to end up having a poor12

profitability performance. Such insights are crucial to facilitate contractors during tender negotiations and13

to shift the power of negotiation in the contractors’ favour. They will better understand their position14

and allowances to push cost boundaries in either direction. While negotiating with an aggressive client,15

contractors can begin with a cost at the top of the good range and start cutting it down slowly until they16

reach the bottom of that range. Due to the boundaries being broad, the contractor can cut a lot off before17

they end up in the amber range, which again is quite a wide range. Likewise, the contractor can adjust their18

costs to get the best tender possible. A project with original KPIs at amber could be tuned such that some19

KPIs are in the green and some within amber before submitting it to the client.20

An essential insight reported by the benchmark includes the limits for risks and contingencies associated21

with this project. The risk pot is another crucial KPI on the tender summary. It should be carefully22

designed. In case contractor overload risks, they lose points during tender negotiations. And if they under-23

estimate risks, they can encounter severe problems during project planning and delivery. The benchmark24

revealed that risk pot should be up to the 5% of the total project cost for best profitability performance.25

The contingency is usually used in tandem with risk pot. For example, if the risk pot is ever lower than26

5% on a project, the contingency pot should be used to make up the risk pot to 5% of the total cost of the27

project. It guarantees that appropriate risk pot has been included in the tender. If ever the contingency28

and the risk pot are lower than 5% on a project; then approval should be asked to ensure that risks are less29
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Figure 13: Significance of Attributes for Context-aware Benchmarking

than the amount requested. Spring enables such reasoning for all the KPIs to ensure proper governance and1

accountability.2

Defining a reliable benchmark for profit margins is another tricky task, as several factors influence this3

judgment. By margins, we mean the actual margin that can be obtained after all projects costs, including4

firms overheads, are paid out. A project completed at 10% margin usually ends up having 1% or 2% margin.5

Forecasting models have lots to improve in this area as models rarely factor in overhead costs while preparing6

the cost estimates. The inclusion of context is found phenomenal in getting the right benchmarks for the7

profit margins. The given benchmark reveals that the firm will perform poorly if the margin on this project is8

set anything less than 11%, and will achieve average performance if the margin is set in the range of 11% and9

15%. The tender shall aim for a margin of 15% and beyond to accomplish good profitability performance.10

Industry experts also vetted this fact. The learner predicts higher boundaries for small-sized projects and11

similar boundaries for large-sized projects of the same kind. The benchmark also provided opportunities12

to increase margins through the opportunity and innovation pots. The planned margin combined with13

additional margin obtained from the opportunity and innovation pots will become hidden margin that can14

go up to 30% for this project if the right resources are allocated to the project, and it is executed optimally.15

9.1. Deep Learning Insights16

This study was designed to train deep ensemble learner for obtaining reliable predictions for KPI bench-17

marks. This section slightly touches upon the need for deep learning insights towards understanding what18

the model has learnt from the data. Such capability is at the heart of debugging, informing feature en-19

gineering, future data collection, informing human decision-making and building trust. We employed the20

permutation importance algorithm to ask the learner about how key project attributes impact the bench-21

mark formulation. Several other algorithms exist for performing this analysis. Our selection is mainly22

informed by the speed, popularity, and consistency of the underlying algorithm. A major advantage of23

permutation importance is that it can be applied to a learner without any need to make adjustments to24

it. The way it works is simple. Permutation importance algorithm randomly shuffles one attribute at a25

time, leaving the target and the rest unchanged, and then assess variations in the accuracy of predictions26

on the shuffled data.27

Fig 13 displays the importance of each key project attribute. Attributes towards the top are considered28

more important, whereas ones towards the bottom are less significant. The first number in the figure depicts29

the decrease in learners’ accuracy when the attribute is randomly shuffled. As with most ML algorithms,30

there is always some randomness in the performance change by shuffling an attribute. We repeatedly shuffle31

attributes several times to average out randomness. The number after ± reports the variance in performance32

from one reshuffle to the next. Permutation importance seldom return negative values that occur when33

predictions on shuffled data have higher accuracy than the real data. This implies that the attribute has no34

importance at all in the learner. In this study, the most important attribute for profitability benchmarking35

is revealed to be the project size. That seems sensible and is also witnessed by the professionals. Work36
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type is considered as the least significant to the learner. Sector attribute is found entirely irrelevant for1

enabling context-aware benchmarking.2

10. Implication for Practice—Contractors’ Control3

The clients in the construction industry always control the tender negotiations process and use their4

role to play constructors against their commercial gains during bid competitions. The contractors, to win5

the tender, frequently set essential tender KPIs blindly with no real guidance as to the implication of those6

choices on project delivery, beyond a common confidently uttered phrase “we should be alright” taken7

because of years of experience. However, the implications of such practices always end up being more than8

what was lightly anticipated. The primary purpose of this study is to develop an objective system for9

pushing the negotiations’ power back into the contractors’ hand through data-driven insights. The proposed10

deep ensemble learner empowers estimators with detailed knowledge about KPIs boundaries to use them11

as cheat sheets against their four-headed opponents. The estimators are not just informed about a single12

KPI (usually margin) instead of each of wisely chosen KPIs comprising the tender summary. They can13

smartly move those KPIs in a way that appeals to clients without compromising tender competitiveness. It14

also allows the estimators to clearly pinpoint precisely where a problem might arise and potentially plan for15

hidden possibilities within the estimate that can avoid margin erosion.16

The system gives the contractor their playing boundaries for KPIs, and if the client persists, the con-17

tractor can confidently withdraw from the process knowing that it would have brought on too much loss,18

and doesn’t worth the revenue it brings. The industry experts revealed several such incidents. A case study19

is mentioned here to bolster the adequacy of the proposed system. “At the tender stage, we went through 920

rounds of tender submission with a client before being awarded the contract. The client knowing they have21

the power to control negotiations due to lots of contractors participated in the competition. One or more22

of which were cut off at every round based on closeness to the target margin supplied by the client. The23

target margin got smaller at each round which the client claims is based on the lowest from the previous24

round. So, in respect of this, going into every round, we cut down our margin closer to the target margin25

supplied by the client. Eventually, at contract award, we were 3% lower than where we started and had well26

underestimated a lot of other KPIs. No surprises that the project incurred a lot of added cost from risks27

alongside omitted or underestimated items at tender, delays and defects. A lesson learned performed at the28

project close highlighted many things that went wrong could be linked to the inability of the contractor to29

evaluate KPIs during the tender negotiation process.” A system like the one proposed here is a great rescue30

for enabling estimators to adjust KPIs based on data-driven insights.31

11. Conclusions, Limitations and Future Work32

In this study, we reported the development of an objective system for supporting the estimators during33

the tender evaluation process. The focus of the research was toward contractor facilitation as most systems,34

developed so far, facilitate clients in tender evaluation or supplier selection tasks. Besides, most tender35

evaluation tools have limited accuracy due to shortcomings in the underlying data collection, analysis and36

model development techniques. This study exercised a five-fold methodology for developing an end to end37

ML system. Text mining, focused group discussions, and Big Data of power infrastructure projects are38

exploited at various stages of the study to achieve the stated research objectives.39

At the core of this research lies the development of deep ensemble learner based on the decomposition-40

integration strategy. The learner generates attribute-specific benchmarks for KPIs during the decomposition41

stage using a custom benchmarking algorithm. These benchmarks are collated in the integration stage using42

deep neural networks to yield final project-sensitive KPI benchmark. The proposed learner is deployed in43

the Spring system to facilitate estimators in the tender evaluation process. To move this research beyond44

lab experiments, a real-life tender of 60km power infrastructure project is assessed using the Spring system.45
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The intelligent user interface of the tool facilitated estimators in quickly understanding the strengths and1

weakness of the tender. The proposed learner is also scrutinised for its learning using permutation importance2

to see the significance of key project attributes for context-aware benchmarking. The overall goal of ML in3

this study is to develop technology for shifting power to control the tendering process back to contractors4

rather than their clients. The contractors need to know KPI limits and make informed choices during the5

tender evaluation and negotiation process. It is noticed that engaging end-users at the early stage in ML6

brings great benefits. The most important one is that the ML models will be much production-ready due7

to timely feedback from the domain experts.8

While Spring can facilitate estimators to highlight tender issues, this functionality needs to be enriched9

by guiding the estimators with detailed instruction involved in the mitigation to resolve identified issues.10

n addition, the proposed deep ensemble learner suffers poor generalisability whenever a tender involving11

maintenance works for power infrastructure projects is evaluated through the Spring system. It is because12

the data used for training learner in this study is largely of new projects. The issue of generalisability13

shall be resolved for the broader intake of the system in the contractors’ community. We intend to collect14

more data in future to extend our proposed learner for maintenance works projects using transfer learning15

approach.16
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