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Abstract—This survey paper provides an in-depth exploration
of Federated Learning (FL) in Internet of Things (IoT) environ-
ments, focusing on privacy-preserving techniques and their influ-
ence on model performance and network efficiency. It highlights
key challenges and opportunities at the intersection of these tech-
nologies by offering a comprehensive review of FL applications
in IoT. First, a customized taxonomy is introduced to evaluate the
privacy levels, quality of service (QoS) and network efficiency of
various Privacy-Preserving FL (PPFL) solutions in IoT configura-
tions. Furthermore, the survey investigates strategies to improve
FL accuracy while addressing resource and network constraints,
both independently and together with privacy preservation tech-
niques. Our findings underscore the complexity of optimizing
resource utilization, learning performance, and privacy resilience,
revealing that no single PPFL solution universally applies. The
paper further identifies future research directions, including the
integration of advanced technologies beyond 5G networks, and
discusses standards, protocols, real-world PPFL projects from
world-renowned industries for potential IoT applications.

Index Terms—Federated Learning, Internet of Things, Privacy-
Preserving Federated Learning, Network Efficiency, Data Utility,
Cybersecurity, Network security.

I. INTRODUCTION

THE IoT systems and platforms allow devices equipped
with sensors to collect and transfer data with little or no

human intervention [1]. They are deployed for a broad field
of applications such as health care, smart buildings and cities,
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manufacturing, and transportation. These applications continu-
ously generate a large amount of data that must be processed,
often by ML algorithms, to extract valuable information and
gain more insight and intelligence [2], [3]. Traditionally, ML
algorithms are trained on a cloud, where all training data is
recorded. However, with the tremendous growth of IoT data
and the limitations of IoT devices, it becomes infeasible to
transfer all the data to remote servers [4]. Moreover, many
IoT applications require data to be analyzed in near real-time
for rapid decision-making, which is unattainable due to the
round-trip delay from IoT devices to the cloud and back. In
addition to time and bandwidth constraints, the transmission
of sensitive data collected by IoT devices, such as patient
electronic health records [5] and other personal information,
raises serious privacy concerns.

The concept of FL [6]–[8] has been proposed to provide
intelligence-enhanced learning systems while improving their
data privacy [9]. FL is an ML approach that enables data
owners (IoT devices in our case) to collaboratively train
ML models without communicating the data to third parties.
Instead, data remains stored on the devices that recorded
or generated them. FL can be implemented in a centralized
(client-server) or decentralized (peer-to-peer) way. Centralized
FL is the architecture most commonly used by state-of-the-
art technologies. A typical centralized FL system is triggered
by the server that initializes the ML model parameters and
hyperparameters and sends them to k selected clients. The
latter train their local models and return the calculated param-
eters to the server. Upon receiving all local parameters from
the clients, the server aggregates them and sends the updated
parameters again to the clients. This process continues until
the termination condition is met. It has already been applied in
various IoT and distributed systems applications and services,
such as IIoT [10], medical domains and wearable IoT [11],
sentiment analysis [12], etc.

Although FL is designed as a privacy-first framework
that avoids exposing users’ raw data, the regular exchange
of model parameters between IoT devices and the server
makes it still vulnerable to privacy attacks. Recent works
have confirmed that exchanging models’ parameters and the
final model can leak sensitive information about the user’s
private data [13]–[17]. Therefore, data privacy in FL systems
must be strengthened by using privacy-preserving mechanisms
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such as differential privacy and encryption. However, these
privacy-preserving techniques tend to degrade data utility and
network efficiency, leading to complex challenges and raising
the following questions:

• Do the PPFL solutions proposed for IoT environments
respond to all the privacy attacks that FL systems suffer
from?

• Are these techniques applicable in real IoT deployments?
If so, then what is the cost on the IoT network?

• Could privacy-preserving techniques affect the data utility
and the performances of the FL system?

This paper aims to address these open questions by (i)
comprehensively reviewing PPFL solutions designed for IoT
systems, (ii) proposing a novel multidimensional evaluation
framework to assess these solutions in terms of privacy, quality
of service, and network efficiency, and (iii) identifying open
challenges and future research directions to improve the effec-
tiveness and applicability of PPFL in resource-constrained IoT
environments. Table I is the nomenclature of the abbreviations
used throughout the paper.

A. Related Work and Research Gap

To highlight the contribution of this work, recent surveys
and studies in IoT, FL, and data privacy are reviewed and
classified into four categories, as shown in Table II. About
87% of the reviewed papers are published between 2020 and
2024, reflecting the rapid growth and interest in this domain.
Below, we discuss each category in more detail:

Cat. A : FL in IoT. Numerous surveys have examined the
benefits, potential applications, and challenges of ap-
plying FL in resource-limited IoT environments [10],
[18]–[23]. These works primarily focus on the technical
aspects of FL implementation, such as model design,
communication overhead, and computational constraints.
However, they often overlook the privacy threats and
attacks specific to FL systems.

Cat. B : Privacy in IoT. Data privacy is a critical requirement
in IoT applications that handle sensitive information.
Surveys in this category focus on privacy issues and
enhancement techniques within IoT ecosystems and intro-
duce enhancement techniques to protect user data [24]–
[28]. However, most of these works do not address FL-
specific privacy concerns or how federated models can be
compromised or protected in IoT scenarios.

Cat. C : Privacy in FL. With the advent of FL, new privacy
challenges have emerged, leading to a vast body of
literature exploring PPFL. These surveys discuss various
defense mechanisms as well as future directions [17],
[29]–[38]. While they provide a solid foundation for
understanding PPFL, they often do not consider the
unique constraints and requirements of IoT environments.

Cat. D : Privacy, FL, and IoT. A relatively smaller set
of works addresses the intersection of all three do-
mains—privacy, FL, and IoT [39]. These studies ac-
knowledge the need to safeguard sensitive IoT data
through FL while maintaining performance and network

TABLE I: Nomenclature of the used terms.

Term Description
ADASYN Adaptive Synthetic Sampling
BGV Brakerski-Gentry-Vaikuntanathan
CNN Convolutional Neural Networks
DFL Distributed Federated Learning
DL Deep Learning
DNN Deep Neural Network
DP Differential Privacy
DT Decision Trees
FedAvg Federated Averaging
FHE Fully Homomorphic Encryption
FL Federated Learning
FNN Feed-forward Neural Networks
FTL Federated Transfer Learning
GAN Generative Adversarial Network
GDPR General Data Protection Regulation
HBC Honest but Curious
HE Homomorphic Encryption
ICT Information and Communication Technology
IDS Intrusion Detection Systems
IID Independent and Identically Distributed
IIoT Industrial Internet of Things
IoT Internet of Things
LightGBM Light Gradient Boosting Machine
MC Meta Classifier
MEA Model Extraction Attacks
MIA Membership Inference Attacks
MKT Model Knowledge Transfer
ML Machine Learning
NOMA Non-Orthogonal Multiple Access
P2P Peer-to-Peer
PAC Probably Approximately Correct
PFL Personalized Federated Learning
PHE Partially Homomorphic Encryption
PII Personally Identifiable Information
PPFL Privacy-Preserving Federated Learning
QoS Quality of Service
RA Reconstruction Attacks
RCI Randomized Client Identifiers
RFID Radio Frequency Identification
SMOTE Synthetic Minority Oversampling Technique
SMPC Secure Multi-Party Computation
SVM Support Vector Machines
TDMA Time Division Multiple Access
TTP Trusted Third Party
VAE Variational Autoencoder
WSAN Wireless Sensor and Actuator Networks

efficiency. However, they typically do not provide an in-
depth analysis of how privacy-preserving methods influ-
ence federated learning outcomes (e.g., accuracy, commu-
nication overhead) in resource-constrained IoT settings.

The PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) flow diagram in Fig. 1 illustrates
the data collection and screening process for this survey. The
data collection process identified 250 records from five scien-
tific databases (IEEE Xplore, ScienceDirect, ACM, Springer,
and ArXiv) published between 2017 and 2024 in English.
Eligible records included journal articles, conference papers,
and book chapters focused on FL, privacy, performance, and
network efficiency, with an emphasis on IoT applications.
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Total records identified from 5 scientific databases (n=250)

IEEE 

Xplore
ScienceDirectACM Springer ArXiv

➢ Published between 2017 to 

2024

➢ English language

➢ Journal, conference paper, and 

book chapters related to FL, 

privacy, performance, and  

network efficiency

➢ Special focus on FL 

deployments in IoT 

➢ Publication before 2017

➢ Non-English publications

➢ Seminars, interviews, news

➢ Duplicate papers

Studies Inclusion Criteria Studies Exclusion Criteria

Included Papers (n = 190) 

Shortlisted Papers (After applying 

quality assessment criteria)

Excluded Papers (n = 60) 

➢ No clear objectives

➢  No clear findings

190 Most relevant studies included 

for analysis and synthesis

Fig. 1: PRISMA flow diagram for data collection and screen-
ing process.

After that, inclusion criteria have been applied, while and
excluding duplicates, non-English works, and irrelevant for-
mats such as news or interviews. Further quality assessments
excluded 60 studies due to the lack of clear objectives or
findings, leaving 190 high-quality studies for analysis and
synthesis.

B. Organization
The organizational structure of this survey article is demon-

strated in Fig. 2. Section II introduces the FL principles and
their implications in IoT, discussing the FL fundamentals,
challenges, and trade-offs, as well as a multidimensional
evaluation system as described in the paper. Section III
explores strategies to improve privacy in IoT FL, detailing
privacy vulnerabilities and approaches to preserving privacy.
Section IV examines accuracy and learning performance in
IoT FL, focusing on techniques to enhance accuracy and
balance trade-offs. Section V delves into network efficiency
in IoT FL, addressing resource management, scalability, and
techniques to enhance network efficiency. Section VI evaluates
the proposed PPFL techniques and associated trade-offs, and
Section VII discusses technological innovations and future
directions. Section VIII covers standards, protocols, and real-
world PPFL projects. Finally, Section IX concludes the survey.

II. FL PRINCIPLES AND IOT IMPLICATIONS

A. FL Fundamentals
FL is a distributed ML paradigm, allowing multiple clients

to train a global model collaboratively without sharing their

local data, thus preserving data privacy and security. FL
addresses data governance and privacy concerns associated
with centralized data collection by keeping data on-device and
only exchanging model parameters or updates (e.g., gradients).
Studies have shown that FL-trained models can achieve perfor-
mance comparable to centrally trained models and outperform
models trained on isolated datasets [40], [41].

In IoT environments, FL architectures can be broadly clas-
sified into centralized (client-server) and decentralized (peer-
to-peer and blockchain). The centralized and decentralized FL
architectures are illustrated in Fig. 3.

1) Centralized FL Architecture: In the centralized FL archi-
tecture, a central server coordinates the learning process with
the IoT devices (clients). The FL process typically involves
multiple rounds, each consisting of the following steps [18],
[19]:

• Initialization: The server selects a subset of k clients
based on criteria such as data distribution, device capabil-
ities, and network conditions. The server then distributes
the initial global model parameters to these clients.

• Local Training: Each selected client trains the received
model on its local dataset and computes updated model
parameters or gradients.

• Aggregation: Clients return their local updates to the
server. The server aggregates these updates using algo-
rithms like FedAvg [42], FedProx [43], or FedNova [44]
to update the global model.

• Iteration: The updated global model is redistributed to
clients for further training, and the process repeats until
convergence.

2) Decentralized FL Architecture: Decentralized FL elim-
inates the need for a central server, allowing clients to
collaboratively train a model in a distributed manner. This
architecture can be categorized into two main approaches: P2P
decentralized FL and blockchain-based decentralized FL. Both
approaches eliminate the need for a central server in the FL
process, but differ in how clients communicate, coordinate,
and ensure security and trust within the network.

a) P2P Decentralized FL: In P2P decentralized FL,
clients directly exchange model updates directly with each
other without relying on a central server. Communication
protocols such as cyclic and random transfer are utilized
to disseminate model information throughout the network
[45]. In cyclic transfer, clients are organized in a circular
chain, where each client sends its model updates to the next
client, facilitating a structured flow of information. In random
transfer, clients select others to share their model updates,
promoting a more dynamic and potentially robust aggregation
process. Clients aggregate the received models with their local
updates to collaboratively refine the global model.

However, the P2P decentralized FL faces several challenges
that need to be addressed. Synchronization among clients is a
significant concern due to the absence of a central coordinator,
which can lead to inconsistencies and hinder the convergence
of the global model [46]. Establishing secure communication
channels is crucial to prevent data leakage and ensure the
integrity of exchanged model updates, as direct peer-to-peer
interactions may expose vulnerabilities. In addition, scalability
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Fig. 2: Organizational layout of the survey.

issues arise as the number of clients increases, resulting
in increased communication overhead and potential network
congestion, which can degrade the overall efficiency of the
learning process [47].

b) Blockchain-Based Decentralized FL: Blockchain
technology provides a secure and transparent platform for de-
centralized FL. In this approach, clients submit their encrypted
model updates as transactions to the blockchain network.
Consensus mechanisms validate these transactions, ensuring
that only legitimate updates are incorporated into the global
model. Smart contracts can automate the aggregation process,
streamlining collaboration without needing a central coordi-
nator [48]–[50]. Using blockchain, decentralized FL benefits
from enhanced security through immutability and consensus
features inherent in blockchain systems. This setup allows
for transparent tracking of contributions from each client,
fostering trust among participants. Furthermore, it opens up
possibilities for implementing incentive mechanisms, encour-
aging clients to participate actively and honestly.

However, blockchain-assisted decentralized FL also intro-
duces new challenges that must be addressed. One significant
concern is plagiarism attacks, where malicious clients, also
called “lazy clients,” replicate others’ updates and submit
them as their own to gain undeserved rewards or reputation.
This issue undermines the integrity of the FL process and
can degrade model performance. Weng et al. [51] discussed
how such attacks can harm blockchain-based FL systems
and propose mechanisms to detect and prevent them. Build-

ing on these insights, BLADE-FL [52] examined plagiarism
attacks from a resource allocation perspective. Because the
presence of lazy clients exacerbates training inefficiencies by
plagiarizing others’ models and introducing artificial noise
to obscure their behavior, BLADE-FL provides a theoret-
ical convergence analysis that yields an optimal strategy
for balancing the frequency of model updates (blocks) with
the computation time spent on training. To further mitigate
plagiarism, T-BFL (Trustworthy Blockchain-Assisted Feder-
ated Learning) [53] introduced a decentralized reputation
management (DRM) mechanism, where nodes’ contributions
are independently tested and mapped to dynamic reputation
scores. These scores directly influence aggregation weights
and consensus difficulty—malicious clients with low reputa-
tion face higher mining barriers, disincentivizing plagiarism.
Similarly, CPoC (Context-aware Proof-of-Contribution) [54]
countered lazy clients by computing a “global contribution”
score that holistically evaluates clients’ efforts across training,
verification, and consensus steps. By enforcing encryption and
public-key-based model sharing for verification, CPoC limits
plagiarized submissions while aligning rewards with verifiable
contributions, which improves fairness and efficiency over
traditional schemes.

Furthermore, the resource constraints of IoT devices pose a
hurdle, as the handling of blockchain operations can be com-
putationally intensive. The latency introduced by consensus
protocols can affect the efficiency of the learning process,
particularly in large-scale deployments [55], [56]. Deng et al.
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TABLE II: Existing studies in the IoT, FL, and privacy research fields.

Cat. Covered Topics Related Work Key Contributions Limitations

A FL, IoT

[10] Study of challenges of applying FL in resource-
constrained IoT devices.

Don’t consider privacy threats and attacks
of FL systems.

[18] Utilization of FL in IoT and the opportunities FL creates
for IoT services and applications.

[19] A brief overview of the applications and challenges of
FL in IoT.

[20] Study the use and the challenges of FL for IDSs.
[21] Challenges and future directions of applying FL in ve-

hicular IoT.
[22] The use of FL in key IIoT applications and services
[23] Recent advances and open research challenges of FL

applied to IoT + proposition of a set of evaluation metrics
for FL systems.

B Privacy, IoT

[24] A study on privacy concerns in IoT environments. These papers discuss privacy concerns in
IoT environments, not the privacy attacks
raised by FL systems nor the corresponding
privacy-preserving techniques.

[25] Privacy issues and privacy-enhancing techniques on smart
metering applications.

[26] Privacy threat issues, privacy legislation, privacy enhanc-
ing technologies in the IoT.

[27] A study and comparison of privacy-preserving techniques
proposed for the IoT ecosystem + analysis vs. the EU’s
GDPR.

[28] A study on security and privacy problems in the cyber-
physical world.

C Privacy, FL

[29], [30], [31] Security and privacy of FL: challenges, defense mecha-
nisms and future directions.

The challenges of PPFL solutions are not
discussed when applied to the particular
context of IoT applications.

[32] Privacy-preserving FL + systematic taxonomy of privacy
leakage risks in the FL systems.

[33] A brief overview of the challenges and solutions of data
privacy in FL.

[34] Privacy-preserving techniques in FL regarding the
EU/UK GDPR.

[35], [17], [36],
[37], [38]

Threats and attacks of FL, discussion on the privacy-
preserving techniques.

D Privacy, FL, IoT [39] Privacy preservation in FL and the challenges of applying
PPFL to the IoT.

Does not discuss the potential effect of
privacy-preserving techniques on the ef-
fectiveness of FL systems and the privacy
attacks they deal with. It does not study
PPFL solutions proposed for IoT environ-
ment.

[57] addressed this by integrating training and block mining at
the client side, optimizing resource allocation via a Lyapunov-
based framework (DRACS) to maximize training efficiency
under energy constraints. By addressing these challenges,
ongoing research continues to explore efficient consensus
mechanisms [9], robust incentive models [53], [54], [58],
and scalable architectures to enhance security and trust in
decentralized FL while maintaining the efficiency necessary
for IoT environments.

FL systems can also be categorized on the basis of data
partitioning into:

• Horizontal FL: Clients possess datasets with the same fea-
ture space but different samples. FL focuses on learning
among different users with similar data types.

• Vertical FL: Clients have datasets with the same sample
IDs but different feature spaces. Useful when institutions
have different attributes of the same individuals.

• Federated Transfer Learning: Combines horizontal and
vertical FL to handle datasets with little overlap in both
samples and features.

A comprehensive exploration of horizontal, vertical, and fed-
erated transfer learning, along with their respective challenges
and potential solutions, can be found in [59].

B. FL in IoT

FL addresses several critical challenges that IoT deploy-
ments face, including privacy, network performance, and learn-
ing efficiency, making it an essential technology to take full
advantage of the full potential of distributed IoT ecosystems.
FL fundamentally transforms data privacy and security proto-
cols within IoT networks [60]. IoT devices often collect and
process sensitive data from users or environments, such as
personal health metrics from wearable devices or operational
data from industrial machinery. FL allows these devices to
learn from shared models without exposing or centralizing the
data, thus greatly enhancing privacy and reducing the risk of
data breaches [61].

FL also addresses the technical constraints of the IoT
infrastructure, notably in terms of network bandwidth and
latency. Unlike traditional cloud-based models, FL processes
data locally on IoT devices and only exchanges small model
updates [62], typically much smaller than the raw data itself.
This significantly reduces bandwidth required and decreases
latency, which is crucial for IoT applications that often rely
on real-time or near-real-time data processing.

Furthermore, scalability becomes a formidable challenge
with the exponential growth of IoT devices. FL offers a scal-
able ML solution that does not require proportional increases
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Repeat

Fig. 3: FL architectures.

in central infrastructure [63]. By distributing computations
across numerous devices, FL uses their collective power
efficiently. This distributed approach supports scalability and
conserves energy [64], which is particularly beneficial for
battery-dependent devices in remote or inaccessible areas.

IoT FL also increases the diversity of data and the robust-
ness of the model. The diversity of IoT deployment contexts
gives FL a unique advantage; models trained through FL ben-
efit from varied data reflective of real-world environments and
scenarios. This diversity helps to develop robust generalizable
models that are more adept at handling different operational
conditions [65]. Continuous learning through regular updates
further enables these models to adapt over time, enhancing
their accuracy and relevance as environmental conditions
evolve [66].

FL represents a promising paradigm shift for deploying ML
in IoT environments. It aligns well with the distributed nature
of IoT and addresses many of its fundamental challenges,
enabling smarter, more private, and efficient use of IoT data.
However, the intersection of FL and IoT results in unique

challenges detailed in the following section.

C. Challenges in the Intersection

Despite its benefits, the integration of FL into the IoT intro-
duces specific challenges. Issues such as device heterogeneity,
security vulnerabilities specific to distributed networks, and
managing dynamic device populations must be addressed to
fully realize FL’s potential [23]. Fig. 4 illustrates the array of
challenges that FL encounters in the context of IoT environ-
ments.

The following section describes IoT-specific challenges and
IoT data characteristics and handling challenges.

1) IoT-Specific Challenges for FL:
a) Resource Constraints: IoT devices typically suffer

significant limitations in computational power, storage ca-
pacity, and battery life. These resource constraints critically
impact the design and training of FL models [67]. FL re-
quires devices to perform computations locally, which can be
challenging for devices with limited processing capabilities.
Furthermore, storing intermediate model updates during the
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Fig. 4: FL security and privacy challenges in IoT.

learning process demands substantial memory, which may
only be feasible for some IoT devices. Lastly, continuous
communication required to send model updates to a central
aggregator or other devices can rapidly drain battery life,
affecting the device’s primary functionalities [67].

b) Network Connectivity and Stability: The effectiveness
of FL is highly dependent on network conditions, which
can be extremely variable in IoT settings [68], [69]. High
latency and intermittent connectivity can severely disrupt the
synchronization for successful model training across devices.
All devices must contribute simultaneously in synchronous
FL, which becomes problematic with unstable network con-
nections [70]. Asynchronous FL methods can mitigate some
connectivity issues but introduce challenges in maintaining
model consistency and convergence, as outdated or delayed
updates from some devices can skew the aggregate model
learning process [71].

c) Device Heterogeneity: The wide variety of IoT de-
vices, each with different hardware capabilities, operating
systems, and data handling protocols, poses another significant
challenge for FL. This heterogeneity affects the uniformity of
the learning process and the performance of the model. For
example, differences in data collection methods and formats
can result in non-IID (independent and identically distributed)
data, complicating the aggregation of model updates and lead-
ing to biased or suboptimal learning outcomes [72]. Moreover,
the variance in computational capabilities and storage options

requires the development of FL models that can adapt to the
least capable device, which can compromise the efficiency and
effectiveness of the learning process [72].

2) IoT Data Characteristics and Handling Challenges:
a) Data Volume and Velocity: IoT environments are

characterized by their ability to generate large volumes of
data at high velocities. Managing this data flood in an FL
context is challenging due to the need for rapid aggregation
and model updating to keep pace with incoming data [73]. The
sheer volume complicates the handling and processing of data
on local devices, while the speed demands quick turnaround
times for the learning to be effective and relevant. This can
strain the network and device resources, potentially leading to
bottlenecks or delays in model convergence [74].

b) Data Privacy and Security: Data often includes sensi-
tive personal or operational information in IoT configurations,
making privacy and security paramount. The distributed nature
of FL, where data is supposed to remain on local devices,
inherently supports privacy. However, transmitting model up-
dates across networks introduces vulnerabilities in which data
can be intercepted or inferred. Furthermore, the diverse and
widespread deployment of IoT devices increases the risk of
security breaches, where a compromised device could affect
the integrity of the entire federated model.

c) Levels of Privacy: The privacy measures can be
categorized into four distinct levels of protection, offering
a structured approach to assess the robustness of various
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techniques.
1) Minimal Protection: FL solutions ensure that raw data

remains localized on devices at this foundational level.
Although this inherently provides privacy by not cen-
tralizing data, the exchanged model updates or gradients
might still be relatively transparent, making the system
vulnerable to basic attacks.

2) Moderate Protection: Solutions in this category focus on
protecting against inference attacks. They may add noise
to model updates or use simple anonymization methods.
These steps block basic inference attempts, but may not
stop more advanced attacks.

3) High Protection: At this level, advanced mechanisms
tailored to counteract inference attacks are implemented.
Techniques such as differential privacy introduce cali-
brated noise to model updates. Secure aggregation en-
sures that individual updates are combined in an en-
crypted space, significantly reducing the chances of suc-
cessful attacks.

4) Ultimate Protection: Solutions at this pinnacle offer the
most robust defense against privacy attacks. They inte-
grate state-of-the-art privacy-preserving techniques, reg-
ularized training, and adaptive mechanisms that respond
quickly to detected inference attempts. These solutions
are designed to make it computationally infeasible, if not
impossible, for adversaries to succeed.

D. Navigating Trade-offs in FL for IoT: Balancing Privacy,
Accuracy and Device Limitations

This section explores the trade-offs inherent in FL deploy-
ment in IoT environments, emphasizing the complex interac-
tion between privacy, learning accuracy, and the operational
limitations of IoT devices. Each subsection is structured to
highlight how different elements affect each other.

1) Privacy vs. FL Learning Accuracy: FL inherently pro-
motes privacy by training on local data and only sharing
updates (often gradients) rather than raw data. However, gradi-
ents can still leak information about the data. Thus, to increase
privacy, gradients can be aggregated, masked, encrypted, or
quantized (e.g., FL based on signs [75]). However, these
processes diminished the fidelity of the gradient and may
affect the accuracy of the learning. For example, differential
privacy adds noise to the data or gradients, which can impact
the accuracy of the model [76]. Finally, data heterogeneity
is prevalent in IoT settings, and device data are often non-
IID. Although privacy-enhancing techniques can help protect
individual data contributions, the global model synthesized
from such data may not perform optimally on local datasets.
This introduces a trade-off between the global utility of the
model and its local efficacy on individual devices.

2) IoT Limitations vs. FL Learning Accuracy: IoT devices
typically possess limited computational power and storage
capacity, which may prevent direct training of complex mod-
els on devices. Simpler models, while less computationally
demanding, often fail to capture the complexities of the un-
derlying data as effectively as more sophisticated models. Fur-
thermore, computational limitations prevent all devices from

computing and synchronizing updates. This asynchronicity
can lead to issues with stale gradients, negatively impacting
the model’s convergence and overall accuracy. In addition,
model compression or pruning is employed to accommodate
device limitations. Although these approaches help fit the
model within the device’s capabilities, excessive compression
can strip away critical information, diminishing the model’s
accuracy.

Many IoT environments suffer from limited connectiv-
ity, which complicates the transmission of large gradients.
Techniques that reduce the size of these updates, such as
gradient quantization or implementing sparse updates, help
conserve bandwidth, but at the potential cost of reduced model
accuracy. In addition, connectivity issues can cause devices to
temporarily disconnect or introduce significant delays. Such
disruptions can affect the timeliness and quality of model
updates, affecting both the convergence and accuracy of the
FL process.

3) IoT Limitations vs. Privacy: Although encryption tech-
niques significantly improve data privacy, they also introduce
substantial computational overhead. The limited processing
power of IoT devices often makes the application of intensive
cryptographic techniques impractical. Furthermore, encrypted
data typically resist efficient compression, so transmitting
encrypted gradient updates requires more bandwidth. This can
be particularly challenging for IoT devices operating under
bandwidth restrictions.

Fig. 5 visualizes the trade-offs between key dimensions such
as Privacy, Learning Accuracy, Resource Consumption, Band-
width Consumption, and Energy Consumption in various FL
scenarios tailored for IoT applications. Each scenario is plotted
to demonstrate how it manages these critical dimensions for
optimizing FL deployments in IoT environments. The chart
highlights the balance between maintaining high data privacy
and achieving efficient and accurate model performance under
varying resource constraints.

Fig. 5: Comparative analysis of FL scenarios in IoT environ-
ments.

As the adoption of FL in IoT settings increases, an intricate
balancing act must be maintained. Enhancing privacy comes
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Fig. 6: Proposed multidimensional evaluation system of PPFL in IoT.

at the cost of learning accuracy, and catering to IoT limitations
could compromise both. The ideal scenario would ensure ro-
bust privacy without significant degradation in model accuracy,
while respecting the resource constraints of IoT devices.

E. Multidimensional Evaluation System to FL in IoT: Privacy,
Performance, and Efficiency

As previously discussed, exchanging model parameters can
inadvertently leak sensitive data. Therefore, several privacy-
preserving techniques have been developed using different
and sometimes combined defense mechanisms (as detailed in
Section III). However, applying these privacy techniques can
deteriorate FL performance and IoT network efficiency [32].
The literature discussed in this paper is analyzed from three
perspectives: 1) privacy, 2) FL performance, and 3) network
efficiency. This framework is a tool for theoretically analyzing
existing PPFL in IoT and a guide for designing efficient FL
systems with a balanced privacy, service/quality, and efficiency
trade-off. Privacy refers to the resilience against privacy attacks
the FL system might face. FL performance indicates the
convergence error and time, and network efficiency refers to
the communication and computation overhead generated by
the PPFL and the required memory footprint. Fig. 6 illustrates
the paper’s proposed evaluation system.

As demonstrated in [77] through the application of the No-
Free-Lunch (NFL) theorem to FL, it is unrealistic to expect

an FL algorithm to simultaneously excel in privacy, utility,
and efficiency under certain conditions. Consequently, most
solutions that incorporate a privacy preservation mechanism
for IoT FL focus on optimizing learning utility or network
efficiency, but not both. Building on this foundation, the
remainder of this paper will first explore privacy threats and
their countermeasures in FL for IoT. Subsequent sections will
dive into the effects of these privacy preservation techniques
on 1) accuracy and learning performance and 2) network
efficiency in IoT FL environments.

III. STRATEGIES FOR PRIVACY ENHANCEMENT IN IOT FL
Personal data collected by IoT devices, including location,

physical activities, and medical information such as heart
rate or blood pressure, are sensitive and can cause privacy
concerns if accessed without authorization. In the context of
IoT FL, ensuring privacy is both a priority and a challenge.
This section dives into the intricacies of privacy concerns in
FL, presenting the spectrum of potential attacks and their
corresponding mitigation techniques. Tailored defenses are
detailed for each attack, providing a robust understanding of
available countermeasures.

A. Privacy Vulnerabilities in IoT FL
Numerous recent studies [13], [30], [32], [78]–[84] ad-

dressed privacy concerns in FL systems, showing that sensitive
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data can be acquired through intermediate gradients, model
parameters, or the final model. This section provides an
overview of privacy attacks in FL and their main categories.
To better understand these concepts, consider an ML model
fθ trained in an FL environment with N participants, where
each participant i has a unique training dataset Di, Pi data
features or properties, and local parameter θi.

1) Attacker’s Observation: Black-box vs. White-box Infer-
ence : The adversary can only see the model’s output in
the black-box setting on different inputs. It cannot access
the model’s parameters or intermediate steps of computation.
Therefore, for any data point dji , the attacker can only obtain
f(dji ; θ). An example of this type of setting can be found in
ML-as-a-service platforms. In white-box attacks, the attacker
can access the model parameters θ, input, output, and archi-
tecture. The attacker can compute all intermediate states given
a data point dji . Finally, gray-box access describes situations
in between.

2) Attacker Types: The server or a client can carry out
attacks. A curious server can collect updates from each partic-
ipant represented by W t

i to gain insight into the training set of
each participant. In addition, a malicious server can manipulate
the view of each participant to extract more information about
their training data. Similarly, a participant can act adversarially
by observing global parameters W t

i and uses its updates W t
i

to gain information about the union of training data from
other participants. In both cases, the adversary can analyze
multiple versions of the target model over time, revealing
sensitive information about the training data. Finally, attackers
can also be outsiders, that is, final users and eavesdroppers on
the communication channel.

3) Attack’s Time: Training vs. Inference: During the train-
ing process, an attacker can accessed the model’s updates,
which can result in privacy breaches through the embedding
and fully connected layers, as well as the gradients. In addi-
tion, the attacker can manipulate intermediate gradient updates
to uncover the training data of the participants. However, dur-
ing the inference or prediction/deployment phase, the attacker
can only access the final model.

4) Attacker’s Mode: Active vs. Passive: During active at-
tacks, the adversary involved in the training process can
manipulate the target model to extract more information about
its training data. A server or curious participant can create
malicious parameter updates to prepare for a future attack.
However, passive attacks generally occur during the inference
phase, as no updates can be made to the model.

5) Attacker’s Data Knowledge: Supervised vs. Unsuper-
vised : During the training process, if an adversary has access
to a dataset Di that overlaps with the global dataset D, they
can utilize this information to train their supervised attack
models, targeting the remaining training data. However, when
the adversary lacks samples from the target training set, they
have two primary avenues for training their attack models:
supervised training using shadow models and unsupervised
training.

• Supervised Training with Shadow Models: A shadow
model is a privacy attack technique in which the ad-
versary trains a new model that mimics the behavior of

the target model. To create a shadow model, the attacker
generates a training dataset Ds that is sampled from
the same distribution as the target training data D. This
can be accomplished by using publicly available data or
synthesizing data using data augmentation or generative
modeling techniques. The shadow model is then trained
on Ds, ensuring that it does not have any known overlap
with the target training set.
Once the shadow model is trained, the attacker analyzes
its behavior, particularly how it generalizes to unseen
data. Since the shadow model’s architecture mirrors the
target model’s, the attacker can infer valuable information
about its functionality by observing how the model per-
forms on its own training data. Empirical studies indicate
that attack models developed based on shadow model
behavior tend to be effective against the target model [85].

• Unsupervised Attacks: In cases where the adversary has
access to a dataset D′ that partially overlaps with the tar-
get training set D, unsupervised attacks may be feasible.
In this context, the attacker may not know which specific
data points belong to the intersection D′∩ D. However,
the attacker can obtain information on the distribution
of data using clustering techniques or anomaly detection
methods on D′. This information can be used to craft
attacks that exploit potential vulnerabilities in the target
model, even without explicit labels or direct examples
from the target training data.

• Privacy Implications of the Attacks: Through supervised
training with shadow models and unsupervised attacks,
the adversary can derive varying levels of privacy infor-
mation. In supervised scenarios, the adversary can extract
the target model’s specific attributes and decision bound-
aries, potentially revealing sensitive data characteristics.
Although the information gleaned may be less precise in
unsupervised attacks, it can still provide insight into the
data distribution and model behavior, leading to privacy
breaches through targeted inference attacks.

6) Privacy Attack Types: FL systems can face different
types of attack that fall into the following categories: Member-
ship Inference Attacks [86], Model Extraction Attacks [87],
Property Inference Attacks [88], and Data Reconstruction
Attacks [89]. MIA and DRA aim to uncover individual data
samples dji of the training dataset Di, while PIA targets certain
properties pji . MEA involve stealing or approximating the
parameters θ of the trained model fθ. A comparison of privacy
vulnerabilities in IoT FL is represented in Table III.

a) Membership Inference Attacks: MIA attacks are pri-
marily used to determine whether a particular data record was
part of the training dataset. It can also determine whether a
sample belongs to a specific class in the model. For instance,
an attacker may utilize an MIA attack to determine if a
patient’s clinical record was used to train a disease detection
model, thereby exposing whether the patient is affected by the
disease.

To successfully attack, MIA assumes that the attacker has
access to two elements. Firstly, the trained target model is
fθ. The more information the attacker has about the model,
the easier it is to attack. The attacker must have query access
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at a minimum. Secondly, the attacker needs a query dataset
D′, which should ideally include some training data samples
dji that were potentially used to train fθ. This means that dji
must be present in both Di and D′. The attacker must have
a dataset that contains samples d′ in a distribution similar to
that of the original Di. The ultimate goal of MIA is to identify
which of the samples, d′, were used to train the target model,
fθ. Overfitting and poor generalization can greatly affect a
model’s vulnerability, making it easier for MIAs to succeed,
even with just black-box access.

Large corporations utilize user data and implement ML
models on a wide scale. This poses a danger as users may
be wrongly identified or re-identified if the model is accessed.
The threat is further amplified if the trained models are
available in open or semi-open formats. Although GDPR
safeguards user privacy, it does not extend to ML models [90].
Nevertheless, MIAs may be used to locate individual records
employed to train open-access ML models, thereby risking
user data privacy. Finally, from the data owner’s perspective,
these attacks may be able to audit black-box models to check
if their data were used without permission.

b) Model Extraction Attacks: Model extraction is a
black-box attack in which an attacker aims to fully reconstruct
a targeted model fθ by creating a substitute model f ′

ω that ex-
hibits similar behavior. The process of creating this substitute
model typically involves the attacker querying the target model
multiple times to gather input-output pairs. By systematically
selecting a diverse set of input samples, the attacker can collect
responses from the target model, which serve as training data
for the substitute model [91].

There are two primary goals for developing substitute
models:

• Task-Specific Accuracy: In this scenario, the attacker
endeavors to construct a substitute model that matches or
exceeds the accuracy of the target model on a specific test
set. This involves using the input-output pairs collected
from the target model to train the substitute model on
the same learning task, ensuring that it learns to produce
similar outputs for the same inputs.

• Decision Boundary Approximation: Alternatively, the at-
tacker may aim to replicate the decision boundary of
fθ as closely as possible. This can involve sampling
inputs unrelated to the original learning task, allowing
the attacker to focus on capturing the overall behavior of
the target model rather than achieving high accuracy on
any specific dataset.

In both cases, the effectiveness of the substitute model can
depend on the complexity of the chosen architecture. While
knowledge of the target model’s architecture can enhance
the attack’s effectiveness, it is only sometimes necessary. An
adversary can select a substitute model that is equally complex
or even more complex than the target model to increase
the chances of successful replication. In addition to creating
substitute models, attackers may utilize other techniques to
extract information from the target model, including obtaining
hyper-parameters of the objective function and details about
the neural network architecture, such as activation functions,
optimization algorithms, and the number of layers.

c) Property Inference Attacks: PIA are a class of white-
box attacks that aim to extract sensitive information that a
model has learned, such as latent characteristics of the training
dataset that were not explicitly included as features, but may
correlate with the learning task [92]. This leakage poses
significant privacy risks, as it allows adversaries to gain insight
into the training data, potentially enabling them to replicate
similar models or exploit system vulnerabilities.

In executing a PIA, the attackers aim to create an MC to
discern whether a target model fθ includes a specific attribute
p∗i . To construct the MC, the attackers first generate a set of
shadow classifiers trained on a dataset similar to the original
dataset but containing only a subset of instances with the
attribute p∗i . These shadow classifiers do not directly learn the
attribute p∗i ; instead, they implicitly capture it due to inherent
biases in the training dataset.

The process begins by selecting a diverse training set that
mimics the characteristics of the original dataset D. The
shadow classifiers are trained on this set, where the attribute
pi∗ is present in some instances and absent in others. By
training the shadow models in this way, the attackers can
observe how variations in the presence of pi∗ affect the output
of these classifiers. Once the shadow classifiers have been
trained, the attackers collect the output predictions and the
corresponding model parameters (weights and biases) from
fθ when evaluated on a set of inputs. These outputs serve
as features for training the meta-classifier. The MC learns
to classify the target model fθ as possessing or lacking
the attribute p∗i , based on the relationships observed during
the training phase. This enables attackers to effectively infer
sensitive properties within the target model, highlighting the
vulnerabilities associated with PIA.

d) Data Reconstruction Attacks: DRA seek to rebuild
training samples accurately and related labels used during
training. One of the well-known attacks of this category is the
deep leakage of the gradient [93], which aims to reveal the
private training data from the gradients, which can obtain the
training inputs and the labels in only a few iterations. The core
idea of this kind of attack is to synthesize pairs of “dummy”
inputs and labels by matching their “dummy” gradients close
to the real ones.

B. Approaches for Privacy Preservation in IoT FL

Various privacy-preserving solutions have been proposed
and their effectiveness has been evaluated in several studies
[27], [94]–[97]. These approaches are summarized and classi-
fied into four main types: anonymization-based, perturbation-
based, cryptography-based, and hybrid. In the following these
approaches are presented, and we also describe how they
counteract the attacks introduced in the previous section.

1) Anonymization-based: Anonymization is usually the first
line of defense, and it includes two main techniques used on
sensitive data: i) pseudonymization and, ii) anonymization.
Pseudonymization replaces sensitive information with new
data that can be used to re-identify it later. On the other hand,
anonymization involves removing PII, such as names and iden-
tification numbers, while still maintaining the usefulness of
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TABLE III: Comparison of privacy vulnerabilities in IoT FL.

Attack Type Attack
Visibility

Attacker
Type

Prior Knowledge
Needed Objective

MIA Black-box Malicious clients or
external observers

Access to model output predic-
tions

Determine if a specific data
point was part of the training
dataset

MEA Black-box Malicious clients or
external users

Knowledge of the API or di-
rect access to model output

Reconstruct an approximate or
exact copy of the model

PIA White-box Malicious clients or
curious participants

Knowledge of the target
model’s training setup
and specific property
characteristics

Infer properties of the train-
ing dataset, even if not directly
linked to the prediction task

DRA White-box Malicious clients or
adversarial collabora-
tors

Full or partial access to gradi-
ents or model updates

Reconstruct original training
data based on gradients or
model updates

the data. Anonymization is developed for structured data with
three attributes: i) unique identifiers, ii) sensitive attributes, and
iii) nonsensitive attributes. Popular anonymization techniques
include k-anonymity, l-diversity, and t-closeness [98], [99].
K-anonymity protects the privacy of unique identifier-based
records but may be vulnerable to inference attacks on sensitive
attributes. L-diversity adds diversity within a group to sensitive
attributes but may be vulnerable to attribute linkage attacks.
T-closeness maintains the distribution of sensitive attributes,
making it more effective for numeric attributes. However,
enforcing t-closeness can degrade the usefulness of the data.

Resilience Against Attacks:
• MIA: Anonymization techniques such as k-anonymity

ensure that each record is indistinguishable from at least
k − 1 other records in the dataset. Blurring the lines be-
tween individual data points makes it harder for attackers
to confidently assert whether a specific data point was
used in model training.

• PIA: Techniques such as l-diversity and t-closeness en-
hance privacy by ensuring that the sensitive attributes of
any group of records are well represented or closely fol-
low the overall distribution of the dataset. This distribu-
tional cloaking prevents attackers from making accurate
inferences about subgroup properties based on the output
model.

2) Perturbation-based: These techniques involve adding
noise to the original data to make the statistical information
calculated from the perturbed data statistically similar to
the original data. Common types of perturbation techniques
include DP, additive perturbation, and multiplicative perturba-
tion. DP modifies a dataset or algorithm to protect individual
identity while maintaining the overall statistical distribution
of the data. This means that an outside observer should not
be able to determine whether a specific individual’s data
were used to obtain a result from the dataset. Essentially,
DP allows for statistical reasoning without compromising
individual privacy. To establish this, a function is used to add
selected random noise to the original response of a ML model.
This creates a consistent uncertainty across all records (privacy
budget) and reduces the likelihood of exposing any particular
one. DP uses various methods such as randomization, Laplace
method, and exponential mechanism [100], [101]. DP protects

against reidentification attacks, like linkage or set differencing.
It can be applied to input data (local DP), computation results
(global DP), or the algorithm during training or inference.
However, applying DP to image data might be challenging,
as manipulating the data may degrade its quality, which could
negatively affect the algorithm’s performance. There is still
uncertainty about implementing DP in imaging data, unlike
tabular data, which could be easily shuffled. Therefore, the
effects of perturbing images are unpredictable.

Additive perturbation involves adding random noise from a
distribution (such as uniform or Gaussian). Although simple
and able to maintain statistical properties, it may reduce the
usefulness of the data and be vulnerable to noise reduction.
However, multiplicative perturbation involves multiplying data
with noise from a distribution, which results in the transfor-
mation of data points to a specific space. This technique is
more effective than additive perturbation, as it is difficult to
reconstruct the original data from the perturbed data.

Resilience Against Attacks:
• MIA: By adding controlled noise to data or model pa-

rameters, DP ensures that the system’s output is virtually
indistinguishable, whether a specific record is part of the
training data. This obfuscation hampers the attacker’s
ability to ascertain data membership. Furthermore, in-
troducing noise to the model’s output can hinder an
attacker’s efforts to deduce whether a specific input was
part of the training set.

• MEA: DP ensures that the specifics of any local dataset
remain confidential by adding noise to model updates,
which hampers the attacker’s ability to recreate an accu-
rate copy of the central model.

• PIA: Adding noise makes it considerably difficult for
attackers to identify unique properties or characteristics
inherent in training data.

• DRA: It introduces uncertainty in the data, making pre-
cise reconstruction of the original data challenging for
attackers.

3) Encryption-based: The process of defending the appro-
priate encryption algorithms and parameters is complex, as
well as their implementation. Brute force attacks cannot crack
current cryptographic algorithms, which can be used to secure
both the algorithm and data for secure joint computation. Stan-
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dard cryptographic techniques for privacy-preserving machine
learning include homomorphic encryption, secret sharing, and
secure multiparty computation.

Homomorphic encryption (HE) is the most widespread
cryptographic solution, allowing calculations to be carried out
directly on encrypted data without the need to decrypt it. HE
schemes can be classified as partially or fully homomorphic.
Partially HE supports limited operations, such as addition
and multiplication, while fully HE schemes support additional
computations, such as quadratic functions. There is a trade-
off between efficiency and security when using HE, with
computational performance being the main concern [102],
[103]. Despite this, HE has shown success in CNN and has
benefits in “ML-as-a-service” scenarios. It can also securely
aggregate encrypted algorithm updates in FL scenarios, with
or without additional DP.

Secret sharing is a scheme in which a secret key comprising
several shares can only be reconstructed if enough shares
are combined. SMPC is a method of secure computation in
which data is split among multiple parties to prevent any
single party from accessing the entire dataset. The result
of the computation can be announced without exposing the
whole data, which can only be accessed through consensus.
This method is useful for “secret sharing” in semi-trusted or
low-trust environments. By performing analysis on encrypted
datasets, SMPC can increase the amount of available data
without revealing individual identities or risking information
leakage [104]. However, SMPC requires continuous online
availability and data transfer between parties. Moreover, as
the complexity of algorithms increases, concerns regarding
scalability and computational efficiency arise, especially for
algorithms with a larger number of parameters or layers.
However, cutting-edge neural network algorithms are currently
being developed to address these concerns, particularly for
implementation within SMPC frameworks.

Finally, participant authentication may be included in this
category, although it is not strictly a privacy preservation
method, as it often involves cryptographic processes to verify
the identity of devices or users in a network [105]. Ensuring
that every participant in the FL system is verified reduces the
risk of intrusion by potential adversaries.

Resilience Against Attacks:
• MEA: Encrypting local updates through secure aggrega-

tion ensures that these updates remain incomprehensible
even if intercepted. Only the aggregated update can
be decipherable by the central server. In addition, HE
facilitates computation on encrypted data, and update
aggregations can occur without exposing data samples.

• DRA: Similarly to MEA, HE allows computations to
be performed without decrypting the data, thereby safe-
guarding the reconstruction of the raw data. When using
SMPC, the data is segmented into numerous parts, and
computations occur on these fragments. The original data
remain unexposed, as the computations do not require a
full reconstruction.

4) Hybrid Privacy Preservation Techniques: In response to
the growing need for privacy, researchers combine various
preservation techniques, such as merging encryption with

DP, to develop hybrid methods that effectively address this
concern.

In conclusion, advancing these privacy-preserving tech-
niques becomes more paramount as IoT and FL technologies
evolve and integrate more deeply into everyday life. This
ensures that the technology serves its users without com-
promising their privacy and security. This holistic approach
to privacy preservation is essential to maintain trust in IoT
systems and the sustainable growth of FL applications across
diverse sectors. The following section delves into how these
privacy-preserving techniques are judiciously balanced with
other strategies to achieve an optimal privacy/utility trade-off.

IV. ACCURACY AND LEARNING PERFORMANCE IN IOT FL

Achieving high model accuracy and efficiency in the context
of FL-IoT presents significant challenges due to the diverse
capabilities of devices and the variability in network quality.
This section explores the complexities of assessing accuracy
and performance within the FL-IoT ecosystem. We then in-
troduce several techniques to improve accuracy and learning
performance in FL-IoT environments. In addition, we examine
solutions that aim to balance accuracy and privacy in FL-IoT,
addressing the delicate interplay between securing data and
optimizing model functionality. The section discusses these
solutions, evaluating their effectiveness and implications in
real-world scenarios.

A. Accuracy in FL on IoT

The accuracy of a federated model is a critical measure of
its effectiveness, but several IoT-specific factors can impact
this metric.

1) Data Diversity: The variety of data collected by dif-
ferent devices can enrich the learning process but also pose
challenges in maintaining a consistent model accuracy across
all nodes. Ensuring that the global model accurately represents
this diversity is essential for its applicability across all devices
and contexts [106].

2) Non-IID Data: IoT devices often generate data that
needs to be identically and independently distributed. This
non-IID nature of the data can lead to skewed model learning,
where the model might perform well for some data distri-
butions but poorly for others [107]. Effective strategies are
needed to mitigate these effects and improve the robustness of
the model.

3) Client Participation Variability: The intermittent con-
nectivity and varying degrees of availability of IoT devices
mean that not all nodes participate uniformly in the learning
process. This variability can lead to inconsistencies in the
model, affecting overall accuracy.

Enhancing model accuracy can also contribute to increased
privacy protection. Employing L1 and L2 regularization helps
mitigate overfitting, preventing the model from capturing and
revealing specific details about the training data. By reducing
overfitting, these fine-grained details are obscured, effectively
thwarting MIA. Moreover, a model not overly tailored to the
unique characteristics of the training data is less vulnerable to
PIA, further enhancing privacy security.
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B. Learning Performance
In the decentralized setting of FL, particularly in IoT, the ef-

ficiency of data processing and learning speed are paramount.
These aspects are influenced by the methods for aggregating
updates from devices and the strategies to accommodate the
wide variability in device capabilities and data characteristics.

1) Convergence Speed: The speed with which a federated
model reaches a stable solution is very important. Faster
convergence reduces the need for communication between
devices, reducing bandwidth and energy, critical factors for
the IoT.

2) Model Aggregation Techniques: Aggregating model up-
dates effectively in an environment with heterogeneous devices
is a challenge. Techniques like FedAvg are popular, but
often need to be adapted or improved to better handle the
specific demands of IoT environments [108]. Efficient data
aggregation techniques are crucial to handle the scale and
speed of data. Employing strategies like edge processing to
filter and preprocess data before it is used in federated models
can reduce the load on the network and speed up the learning
process.

3) Personalization vs. Generability : Tailoring models to
specific groups of devices or even individual devices can
significantly improve performance in particular applications.
However, this approach must be balanced against the benefits
of a generalized model that performs well across the entire
network. Furthermore, models that generalize well across
various datasets are inherently resistant to MIA, since they
do not rely heavily on the specifics of the training data.

Finally, in IoT, devices vary widely in terms of compu-
tational abilities and types of collected data, contributing to
diverse and sometimes sparse datasets across the network.
This diversity necessitates sophisticated approaches to model
training and aggregation to ensure that the learned models
truly reflect the collective data and are not biased toward
the characteristics of any subset of devices. Some of these
techniques are described in the next section.

C. Techniques to Enhance Accuracy and Learning Perfor-
mance

This section outlines techniques employed to improve FL’s
accuracy and learning performance within IoT environments.

1) Personalized FL: PFL focuses on customizing the global
model to individual devices or users, enhancing relevance
and efficiency. Various personalized FL strategies have been
explored in recent research [109]. FedAMP [110] uses an
attentive message passing mechanism, particularly effective
for clients with similar data types, especially when dealing
with non-IID data. FedRep [111] blends global representation
learning with personalized local model heads. pFedMe [112]
utilizes the Moreau envelope for loss function regularization.
FedCAC [113] takes an aggressive approach by focusing on
critical parameters to leverage data distribution similarities.
PerFED-GAN [114] is a personalized FL method leveraging
GANs. PerFED-GAN enables each client to independently
design and train its model, without revealing its architecture
or parameters, by sharing generated samples instead of model
information.

2) Transfer Learning FL : Transfer learning can signifi-
cantly accelerate the performance of FL models in IoT by
applying knowledge from similar tasks to new contexts. This
is particularly useful when new devices join the network or
data distribution shifts, helping maintain high model accuracy
and faster convergence.

Def-KT [115] integrates MKT into DFL to improve model
performance by leveraging the distinct expertise of local mod-
els trained on diverse datasets. This approach helps each model
gain insights from others’ specialized knowledge, improving
generalization capabilities and preventing catastrophic forget-
ting. [116] allows for sharing knowledge between labeled
and unlabeled networks, enhancing their learning capabilities.
The process involves using labeled data to train a model,
which helps predict the outcomes for an unlabeled network.
The solution aims to leverage the overlapped data samples
and adjust the network parameters accordingly, improving
the generalizability of the model in different datasets and
enhancing its predictive accuracy. [117] revolves around the
use of the TrAdaBoost algorithm [118], which leverages public
data as a source domain to enhance training in target domains
represented by client devices. This method optimizes model
performance by dynamically adjusting the weights of instances
based on their classification accuracy, which helps filter
reusable instances and boost the model’s overall performance.

3) Federated Multi-Task Learning: Expanding on personal-
ized learning, federated multitask learning allows the model to
simultaneously learn multiple tasks that may not be identical
but share common features. MOCHA [119] introduces a
way to extend collaborative learning of a shared prediction
model to multi-task scenarios where different nodes may have
different learning tasks. This technique can be very effective
in IoT scenarios where devices perform different tasks but
can benefit from the characteristics of the shared model. [120]
incorporates non-federated Batch-Normalization layers into
federated DNNs. This approach allows personalized model
training on users’ devices, enhancing user model accuracy
and convergence speed. Furthermore, it explores the use of
FedAvg-Adam (FedAvg combined with a distributed form of
Adam optimization), showing that this combination can further
improve the convergence speed of FL algorithms. AFL [121]
used an iterative pruning network to create a sparse structure
that allows efficient sharing of parameters between different
tasks and devices. In addition, customized task mask layers
facilitate training specialized subnets optimized for specific
tasks, enhancing the model’s performance on diverse tasks.
Finally, an adaptive loss function dynamically adjusts the
priority between tasks during training, helping to balance the
training focus according to the needs of each task.

4) Data Augmentation: In FL, especially with limited data
on each device, data augmentation can effectively increase
the diversity and volume of training data. Techniques such
as synthetic data generation or transformations that alter data
while preserving its core characteristics can help enhance the
robustness and performance of the model. Moreover, enhanc-
ing the dataset with additional synthetic or real instances can
dilute unique properties, making it difficult for attackers to
distinguish genuine dataset properties. Fed-ZDA [122] used
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zero-shot data augmentation techniques to generate synthetic
data that the model had never seen during training, which
addresses data imbalances. FedM-UNE [123] incorporates
a classic data augmentation technique, MixUp, adapted for
federated settings without transferring raw data. Furthermore,
to make this approach suitable for regression tasks, MixUp is
modified to MixUp-BNE (bilateral neighborhood expansion),
leading to another variant called FedM-BNE. In [124], each
client independently optimizes its local model for its specific
subset of data, and these models are then aggregated to en-
hance the performance of the global model. The augmentation
strategy involves the clients enhancing their local datasets, par-
ticularly focusing on the minority class (anomalies) to balance
the dataset. Techniques like random oversampling, SMOTE,
ADASYN, and GAN generate synthetic data instances. This
helps mitigate class imbalance and enriches the dataset without
significantly changing the distribution of data features.

5) Dynamic Client and Data Selection: Optimizing which
devices or “clients” are active in each round of model training
can significantly enhance the learning process. FL can be
more efficient and effective by dynamically selecting clients
based on their data quality, availability, and relevance to the
current model training phase. However, dynamic data sampling
refers to selectively choosing which data samples to use for
training during each iteration or phase of model training.
This approach can optimize learning efficiency and model
performance by focusing on the most informative or relevant
data samples at different stages of the training process. It can
be based on various criteria, such as sample difficulty, novelty,
or representativeness of the overall data distribution.

AUCTION [125] incorporates a neural network that uses
reinforcement learning to adapt its client selection policy based
on real-time feedback and performance metrics. This network
leverages an encoder-decoder architecture with an attention
mechanism, allowing it to handle dynamic changes in the
number of clients and to make informed selection decisions.
FED GS [126] uses a gradient-based binary permutation
algorithm to select and cluster factory devices into super
nodes, which are more homogeneous and thus better suited for
efficient FL training. A novel synchronization protocol helps
coordinate training within and across these super nodes, with
the aim of improving data security and robustness against data
heterogeneity. The framework is specifically optimized for dy-
namic environments, such as those enabled by 5G technology.
DSS-Edge-FL [127] incorporates the PAC learning theory to
optimize the trade-offs between data size, model complexity,
and accuracy. This theory helps to determine the necessary
number of training samples to achieve the desired accuracy
and reliability of the model under diverse data distributions.

6) Learning Rate Adaptation: Adjusting the learning rate
dynamically during model training can help address the issue
of non-IID data in federated settings. Adaptive learning rates
can ensure faster convergence and better model performance
by fine-tuning how quickly a model learns from diverse data
sources across the network. FedLALR [128] addressed the
inefficiency of standard FL techniques such as FedAvg and
FedAdam, particularly in scenarios with heterogeneous data.
Unlike these methods that use a uniform learning rate for all

clients, FedLALR allows each client to adjust its learning rate
dynamically based on the squares of its local historical gradi-
ents and synchronized learning rates. This approach aims to
enhance the optimization performance without compromising
the convergence speed. The paper presents a theoretical anal-
ysis that supports the idea that FedLALR can achieve linear
speedup with the number of clients, thus promising scalability.
[129] tackled the challenges posed by device heterogeneity in
FL systems, particularly the synchronization issues that arise
when devices with different capabilities attempt to train a
shared model simultaneously. The paper proposes an adaptive
approach to batch size adjustment during model training to
minimize idle waiting times on IoT devices. They establish a
theoretical relationship between batch size and learning rate,
deriving a scaling rule that helps to set the learning rate based
on the batch size to maintain stability and convergence of the
global model. Theoretical analysis determines the convergence
rate and establishes an upper bound for convergence. Based on
these insights, they developed an algorithm that dynamically
adjusts batch sizes and learning rates between heterogeneous
devices. The effectiveness of this approach is validated through
extensive simulations and practical experiments on a testbed,
showing promising results in reducing synchronization delays
and enhancing energy efficiency.

However, despite these advances, these methods often de-
pend on coarse-grained aggregation and direct gradient up-
loads for model updates. Although the raw data remain local-
ized, the shared model updates might inadvertently contain
sensitive information derived from the data. Sophisticated
attacks could potentially reverse engineer these updates to
extract or infer private data characteristics – consequently, the
solutions discussed in the subsequent section aim to balance
the trade-off between privacy and accuracy.

D. Trade-offs and Balancing Act

This section explores the critical balance between enhancing
privacy protections and maintaining learning performance in
FL environments. Specifically, when implementing privacy-
preserving mechanisms such as DP, the information loss fol-
lowing data perturbation must be minimized to prevent degra-
dation in data utility and, consequently, learning accuracy.
Likewise, the accuracy levels achieved when using encrypted
gradients or model parameters should be comparable to those
obtained with original data to ensure practical applicability. It
is also essential for many IoT applications that require rapid
decision making to support near-real-time data processing.
Therefore, the chosen privacy-preserving solutions must op-
erate efficiently to prevent extended convergence times. This
section presents various studies that have attempted to balance
accuracy and privacy.

1) Privacy Enhancements with Minimal Impact on Accu-
racy: Zhang et al. [130] introduced a PPFL mechanism geared
to DL within IoT healthcare systems. They adjusted the ElGa-
mal encryption algorithm to achieve additive homomorphism,
facilitating the aggregation of local models by encrypting a
single variable for each client in each training round. Although
homomorphic encryption traditionally introduces significant
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computational overhead, adaptations such as ElGamal encryp-
tion allow efficient aggregation of encrypted data, striving
to reduce the performance impact while maintaining strong
privacy guarantees. A dropout-tolerant scheme was also pro-
posed, which allowed the FL process to continue as long as the
number of online clients met a preset threshold. This scheme
utilizes the Diffie-Hellman key exchange and Shamir’s secret
sharing algorithm, allowing the server to reconstruct keys for
dropped clients and continue training without compromising
privacy. Their security evaluation affirmed the system’s com-
pliance with data privacy standards, and extensive experiments
on real skin cancer datasets confirmed the scheme’s efficacy
in preserving privacy while maintaining communication and
time-cost efficiency.

Wang et al. [131] proposed a privacy-enhancing method for
disease diagnosis using FL. They used a VAE to reconstruct
patient data, protecting against reconstruction attacks, and
introduced differential privacy by adding Laplace noise to
the reconstructed data. An incentive mechanism encouraged
active participation in local model training, with a trusted
third-party evaluation server assessing training quality and
calculating rewards. Experiments on the MIT and BIH datasets
demonstrated the method’s ability to balance accuracy and
privacy, albeit at the cost of increased computational overhead.

Zhou et al. [132] developed a privacy-preserving FL ap-
proach for fog computing environments. Each fog node col-
lects data from IoT devices and performs learning tasks, signif-
icantly improving training efficiency. Their approach combines
homomorphic DP, blinding, and Paillier encryption to protect
data and model privacy against honest but serious servers and
collusion attacks among untrustworthy nodes. The challenge
with DP is to determine the amount of noise to add. Too much
noise can degrade the model’s accuracy, while too little noise
may not offer enough privacy. The researchers experimented
with different noise levels to find a balance, ensuring that the
model’s utility was not significantly compromised.

2) Handling Non-IID Data and Model Generalization
Across Heterogeneous Data : Zhao et al. [133] explored the
use of blockchain and DP in smart home applications. They re-
placed the central server with blockchain to generate the global
FL model, improving security against malicious model updates
from participants. DP was incorporated by adding Laplacian
noise to normalized features, and a batch-normalization-based
technique was proposed to improve accuracy. Simulations
on the MNIST dataset and a Raspberry Pi proof-of-concept
implementation highlighted the solution’s effectiveness.

Stephanie et al. [134] combined blockchain technology with
SMPC to ensure encrypted inference and model verification,
preserving high accuracy in the FL models in the set for IoT
health. Hospitals could develop unique model architectures,
employing ensemble weights to enhance model generalization.
The accuracy of this approach was validated against traditional
FL methods using medical image datasets, with additional
measurements for the time taken for ensemble weight tuning,
encrypted inference, and blockchain contract execution.

3) Optimizing Computational Efficiency and Real-time Pro-
cessing: Li et al. [135] addressed privacy and trust issues in
cross-silo FL for IoT. They proposed a blockchain-assisted

privacy-enhanced FL protocol that uses homomorphic encryp-
tion to protect quantized gradients based on local sign and a
smart contract for secure self-aggregation. This protocol offers
privacy and public verifiability, effectively resisting gradient
inversion attacks without compromising learning accuracy.
Performance evaluation involved time consumption and com-
munication overhead assessments for each participating client.

4) Discussion: The reviewed studies highlight the signifi-
cant challenges and innovative solutions in balancing privacy
and performance in FL. Although techniques such as homo-
morphic encryption, DP, and blockchain offer robust privacy
guarantees, they also introduce computational overhead and
potential accuracy loss [136]. Achieving an optimal balance
between privacy protection and learning performance requires
careful consideration and adaptation of these techniques.

Privacy-preserving techniques, such as homomorphic en-
cryption, provide robust security by allowing encrypted model
aggregation, though they introduce computational overhead
that can limit their applicability in real-time scenarios. Al-
ternatively, DP methods that add noise to the data protect
against data inference and reconstruction attacks but may
reduce model accuracy, particularly in applications where high
data utility is critical, such as healthcare diagnostics. Hybrid
approaches, which combine DP with encryption and local
aggregation at edge or fog nodes, address the challenges of
non-IID data and enhance scalability by reducing dependency
on a central server. However, these approaches often require
careful tuning of privacy parameters, as excessive noise can
degrade model performance. In decentralized architectures
such as blockchain combined with SMPC, privacy and security
are enhanced as data are processed and validated across
distributed nodes, preventing single points of failure. However,
these solutions can also add computational demands and la-
tency, particularly in complex ensemble models or large-scale
networks. Blockchain-based protocols with homomorphic en-
cryption address privacy and trust by securely aggregating
model updates without a central server. However, validation
steps can slow response times in time-sensitive applications.

In summary, while HE maximizes privacy at computational
cost, DP offers flexible privacy with some accuracy trade-
offs, and decentralized methods improve trust and scalability
but may impact responsiveness. For optimal adaptability, a
dynamic approach that adjusts privacy parameters based on
network conditions and application requirements may provide
the most effective balance between privacy, accuracy, and
efficiency in IoT-based FL [137]. Table IV categorizes the
discussed PPFL solutions to balance accuracy and privacy,
highlighting their goals, privacy-preserving techniques, FL
optimizations, and target applications.

V. NETWORK EFFICIENCY IN IOT FL
Implementing FL in IoT environments presents unique

challenges, mainly due to the limited resources of IoT devices.
This section explores key issues such as energy constraints,
computational and communication overhead, memory limi-
tations, device heterogeneity, and scalability challenges. Ad-
dressing these issues is crucial for optimizing FL deployment
and maintaining network efficiency.
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TABLE IV: Summary of PPFL solutions proposed for accuracy/privacy balance.

Ref. Goal Privacy-Preserving Technique FL Optimization Target Application
[134] Model generalization & effi-

ciency
SMPC, Blockchain Model heterogeneity,

weighted ensemble DL
Healthcare

[135] Efficiency and real-time perfor-
mance

ElGamal encryption,
Blockchain (smart contracts)

Decentralized architecture Generic IoT System

[130] Privacy enhancements with
minimal impact on accuracy

Masks, homomorphic encryp-
tion

Quality-driven contribution,
dropout-tolerable scheme

Healthcare

[133] Handling data heterogeneity DP New normalization
technique

Smart home system

[131] Privacy enhancements with
minimal impact on accuracy

Data reconstruction via VAE,
DP via Laplace Noise

Incentive mechanism for FL
participation

Disease diagnosis

[132] Privacy enhancements with
minimal impact on accuracy

DP, blinding, and Paillier homo-
morphic encryption

Fog nodes for data aggrega-
tion

Smart homes and Smart
healthcare

A. Resource Management

1) Energy Constraints: IoT devices, particularly those that
are battery-powered, face significant energy constraints. The
iterative nature of FL, compounded by the energy demands of
privacy-preserving methods, can rapidly deplete the batteries
of devices. Strategies to improve energy efficiency in FL
processes are critical and include optimizing model commu-
nication and computation techniques to prolong the life of the
device [10], [39].

2) Communication Overhead: Limited bandwidth and vari-
able network conditions pose significant challenges for FL in
IoT. Strategies to mitigate these issues include optimizing data
transmission protocols, reducing the size of model updates,
and utilizing techniques to minimize the number of commu-
nication rounds without compromising the model’s accuracy.

3) Computational Overhead: The disparity in computa-
tional power among IoT devices requires adaptive approaches
in FL. Employing model quantization and simpler yet effective
learning models can help reduce computational strain on less
capable devices, facilitating broader participation in the FL
process.

4) Memory Footprint: IoT devices often have limited mem-
ory, making it impossible to store large models or datasets.
Techniques such as model pruning and federated transfer
learning are essential for managing memory resources effec-
tively while maintaining satisfactory model performance.

B. Scalability and Device Heterogeneity

1) Device Heterogeneity: The diverse range of device
capabilities within IoT networks introduces complexity in
maintaining a uniform FL process. Effectively addressing this
heterogeneity is crucial for the scalability of FL systems,
ensuring that they can handle large numbers of devices without
performance degradation.

2) Scalability: As IoT networks can scale up to millions
of devices, the FL framework must accommodate such large-
scale operations. This includes efficiently aggregating updates
from numerous devices and ensuring that the system remains
responsive even with the continuous addition of new nodes.

Although FL offers a promising framework for learning
across distributed IoT devices, it introduces several efficiency
challenges. Addressing these effectively requires advanced
technological solutions and strategic planning, ensuring that

network efficiency is maintained without compromising learn-
ing outcomes. The next section delves into some proposed
techniques to overcome these challenges.

C. Techniques to Enhance Network Efficiency in IoT FL

Several techniques have been developed to enhance network
efficiency, including model compression, dynamic client se-
lection, and edge computing integration, to address resource
limitations and heterogeneous attributes of IoT devices.

1) Resource-Efficient and Lightweight Learning Algo-
rithms: Lightweight learning algorithms are essential for min-
imizing the resource consumption of IoT devices during FL.
These algorithms require minimal computational resources,
making them suitable for deployment on IoT devices. Model
compression techniques such as pruning and quantization help
manage the resource constraints of IoT devices by reducing the
computational demand. Pruning eliminates minimal weights
from the model, reducing its size, and improving operational
efficiency. This technique helps to make the model lightweight
and easier to deploy on resource-constrained devices. Quan-
tization reduces the precision of the numerical values in the
model, decreasing the size of the model and the computational
requirements. This method allows the model to run efficiently
on devices with limited computational power. GWEP [138] is a
model compression-based FL method that combines quantiza-
tion and model pruning to reduce FL’s computational, memory,
and network demands of FL, making it feasible for low-
end IoT devices. Theoretical guarantees of FL convergence
are provided and empirical evaluations show that GWEP
outperforms baseline algorithms, achieving up to 10.23 times
faster performance with 11 times fewer communication rounds
while enhancing model compression and energy efficiency.
Zhang et al. [139] employed local adaptive optimizers such as
Adam and a cross-round learning rate scheduler. This approach
improves FL performance by identifying diverse attack types
without significant overheads. This method improves network
efficiency by optimizing learning rates and reducing unneces-
sary updates.

2) Dynamic Client Selection: Dynamic client selection
involves selecting clients based on their current status and
capabilities to optimize the trade-off between learning perfor-
mance and resource consumption. FedMCCS [140] dynami-
cally selects clients for training to balance resource usage and
model performance. Considering factors such as data quality,
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computational power, and connectivity, this method ensures
that the most suitable clients participate in each training round.

3) Hierarchical FL: Hierarchical FL structures can reduce
communication overhead by aggregating local models at in-
termediate nodes before sending them to the central server.
This hierarchical approach reduces the volume of data trans-
mitted over long distances and can help to manage network
bandwidth more effectively. In [141], the authors propose a
hierarchical FL architecture optimized for user assignment
and resource allocation in heterogeneous IoT systems. This
architecture aims to enhance model training efficiency and
reduce communication overhead while dealing with non-
uniformly distributed data across users. Using two real-world
datasets, the proposed system demonstrates a 4− 6% increase
in classification accuracy compared to existing hierarchical FL
methods. It achieves a 75− 85% reduction in communication
rounds between the edge nodes and the central server.

4) Edge Computing Integration: Integrating edge comput-
ing with FL enhances data processing capabilities and reduces
latency by leveraging the proximity of edge nodes to IoT
devices [142]. Edge nodes preprocess data locally, minimizing
the amount of data that must be transmitted to FL and improv-
ing overall efficiency. Furthermore, edge computing allows
for local decision making, which is crucial for applications
requiring immediate responses, such as autonomous driving
and real-time monitoring systems.

5) Energy-efficient Communication Protocols: Energy-
efficient communication protocols reduce energy consumption
during data transmission by minimizing the frequency of
communication rounds and compressing transmitted data. The
study in [143] focuses on optimizing system energy efficiency
through joint communication and optimization of computation
resources. Specifically, it considers two transmission protocols
for uploading model parameters: NOMA and TDMA. The
objective is to minimize the total energy consumption of the
edge devices during a finite training period while maintaining
a specified training accuracy. Optimization involves adjusting
transmission power, uploading model parameters, and CPU
frequencies for local updates. The authors propose algorithms
that significantly enhance energy efficiency by balancing the
energy trade-offs between communication and computation us-
ing convex optimization techniques. The numerical results in-
dicate that this approach outperforms the benchmark schemes,
substantially improving the energy efficiency of the federated
edge learning systems.

Enhancing network efficiency in FL IoT involves address-
ing various challenges, such as resource constraints, network
connectivity, device heterogeneity, and data processing. Using
techniques such as model compression and adaptive algo-
rithms, dynamic client selection, and edge computing inte-
gration, FL can be effectively deployed in IoT environments,
ensuring robust and efficient learning while preserving device
resources and maintaining high performance. These challenges
became more difficult when privacy preservation techniques
were included. The next section discusses solutions that try to
balance these two aspects.

D. Trade-offs and Balancing Act
Various methods have been proposed to improve privacy

while mitigating the challenges imposed by the limitations
of IoT resources and the heterogeneity of devices without
significantly compromising learning performance. This section
categorizes and summarizes notable approaches based on the
techniques used to manage this trade-off and their impact on
increasing network efficiency.

1) Model Compression and Lightweight Algorithms: Model
compression techniques such as pruning and quantization help
manage resource constraints of IoT devices. These techniques
reduce the size of the model and the computational demand,
enabling efficient deployment on resource-constrained devices
while maintaining privacy and accuracy. Fu et al. [144] pro-
posed verifiable FL using Lagrange interpolation to verify the
correctness of aggregated gradients and blinding technology
to protect data privacy. This method achieves smaller attack
probabilities and constant verification overhead regardless of
the number of participants. Blinding technology reduces the
amount of data that need to be encrypted, thereby minimizing
communication overhead, which is beneficial for network
efficiency. Privacy is preserved by ensuring that individual
gradient updates remain confidential through blinding, making
it difficult for adversaries to infer private data.

Kong et al. [145] introduced FedLoc, which utilizes a
homomorphic threshold cryptosystem for key configurations
and updates, and the bounded Laplace mechanism for securing
model hyperparameters. This method allows for encrypted
computations, reducing the need to transmit raw data. This
technique reduces the communication load by only requiring
encrypted updates, thus enhancing network efficiency. Privacy
is maintained through homomorphic encryption, which allows
computations on encrypted data without exposing the raw data,
and DP, which adds noise to the data.

2) Dynamic Client Selection and Two-Phase Protocols:
Dynamic client selection and two-phase protocols optimize
resource usage by involving the most suitable clients in
each training round. These techniques reduce communication
costs and improve scalability, making the FL process more
efficient. Kanagavelu et al. [146] developed a two-phase MPC
protocol to reduce communication overhead in large-scale IoT
networks. This method enhances scalability and reduces exe-
cution time without sacrificing model accuracy. By electing a
subset of FL participants as the model aggregation committee,
communication costs are significantly reduced, thus improving
network efficiency. Privacy is preserved by secret sharing,
where data are split into shares and distributed among multiple
participants, ensuring that no single participant can access
complete data.

Chen et al. [147] proposed DWFL, an algorithm that uses
the superposition property of wireless channels to parallelize
communication while incorporating differential privacy using
Gaussian noise. This method ensures privacy protection and
effective communication in a decentralized topology, which
reduces the communication rounds needed for aggregation,
enhancing network efficiency. Privacy is protected by adding
Gaussian noise to the data, ensuring that individual data points
cannot be easily re-identified.
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3) Edge Computing and Hierarchical Structures: Integrat-
ing edge computing with FL leverages the proximity of edge
nodes to IoT devices, enhancing data processing capabilities
and reducing latency. This integration allows for local decision
making and preprocessing of data, minimizing the amount
of data transmitted, and improving network efficiency. Yin
et al. [148] addressed potential breaches at data and con-
tent levels during the FL training phase. They introduced a
privacy-preserving method that combines multi-input function
encryption (MIFE) and Bayesian differential privacy, allowing
users to adjust privacy budgets. Sparse Differential Gradient
Enhancement minimizes communication encryption overhead
by only transmitting substantial gradient changes, thus improv-
ing network efficiency. Privacy is maintained by using MIFE
to hide data functions and Bayesian differential privacy to add
noise dynamically based on data sensitivity.

Zhang et al. [139] focused on detecting data anomalies in
IoT environments using the FedIoT platform and the FedDe-
tect algorithm, which employs local adaptive optimizers like
Adam and a multi-round learning rate scheduler. This approach
improves FL performance by identifying diverse attack types
without significant overheads. This method improves network
efficiency by optimizing learning rates and reducing unneces-
sary updates. Privacy is preserved by optimizing local models
without sharing raw data, ensuring that data stays within the
local environment.

4) Blockchain and Cryptographic Techniques: Blockchain
and cryptographic techniques improve security and privacy in
FL by providing robust verification and encryption mecha-
nisms. These methods ensure data integrity and reduce the
frequency of communication, improving overall network effi-
ciency. Qu et al. [149] proposed FL-Block, which integrates
blockchain to verify updates to the local model through
the Proof-of-Work consensus process, enhancing privacy and
resilience to poisoning attacks. This method avoids single-
point failures and ensures robust model updates in a distributed
manner, reducing communication frequency, and improving
network efficiency.

5) Discussion: The solutions presented in this section in-
troduce various innovative techniques to address the critical
trade-offs between privacy and network performance in FL
for IoT environments. Each method employs a unique strategy
to address computational and communication challenges, but
their effectiveness varies depending on the specific context and
constraints of IoT networks.

Model compression and lightweight algorithms emphasize
the reduction of computational burden by minimizing model
size and complexity through pruning, quantization, and ho-
momorphic encryption techniques. These methods are ad-
vantageous in highly resource-constrained environments, as
they reduce computational costs and network load. However,
while these techniques are generally effective in improving
efficiency, there is often a trade-off in model accuracy or
privacy, as aggressive compression may reduce the robustness
of the model, especially in highly dynamic IoT environments.
Homomorphic encryption, for example, preserves data privacy
but introduces latency due to the complexity of encrypted
computations, which may not be ideal for latency-sensitive

applications.
Dynamic client selection and two-phase protocols optimize

resource usage by selecting clients that are better suited
for each training round. These methods significantly reduce
communication costs by focusing only on the most relevant
clients, which improves scalability in large networks. However,
while this approach enhances scalability and efficiency, it may
compromise the diversity of data sources, potentially affecting
the model’s generalizability. Additionally, while secret sharing
and differential privacy ensure data protection, the noise added
in differential privacy can diminish the accuracy of the aggre-
gated model, especially in smaller IoT networks where data is
sparse.

Edge computing and hierarchical structures leverage edge
nodes to process data closer to the source, reducing latency
and network load. This hierarchical approach is particularly
effective in environments with varied device capabilities, en-
abling local data processing and decision-making. However,
edge computing requires robust synchronization and resource
management, as data must be securely transmitted between
layers. Reliance on edge nodes can also create points of
vulnerability, where failures or attacks at the edge level could
disrupt the function of the broader network.

Blockchain and cryptographic techniques add an additional
layer of privacy and verification. Blockchain provides de-
centralized verification, improving resilience against attacks.
However, the Proof-of-Work consensus mechanism may intro-
duce latency and require substantial computational resources,
making it less suitable for low-power IoT devices. Although
blockchain benefits data integrity, its high computational cost
makes it more practical for applications prioritizing data
security over real-time responsiveness.

In summary, integrating these techniques into FL frame-
works addresses the inherent challenges of IoT environments.
It ensures a balanced trade-off between privacy and network
performance, paving the way for more robust and efficient
FL deployments. Table V provides a comprehensive overview
of the PPFL solutions discussed in this section. For every
solution, the table highlights the specific techniques used to
ensure privacy, the techniques implemented to optimize FL
performance and efficient utilization of IoT resources, and the
primary application for which the solution was designed. This
structured summary compares how different approaches man-
age the trade-off between privacy and learning performance
while improving network efficiency in various IoT scenarios.

VI. EVALUATION OF EXISTING PPFL TECHNIQUES AND
ASSOCIATED TRADE-OFFS

Combining FL with emerging technologies enabled a move
from centralized data processing to more distributed and
privacy-focused systems. However, this shift addresses grow-
ing concerns about data privacy, security, and efficiency, which
will be discussed below.

A. Key Evaluation Aspects
In evaluating the effectiveness of PPFL solutions for IoT ap-

plications, three primary aspects are considered, as highlighted
in the taxonomy presented in Figure 6:
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TABLE V: Summary of PPFL solutions proposed for IoT applications.

Ref. Performance Optimization
Technique

Privacy Technique Network Efficiency Im-
provement

Target Application

[144] Model Compression (Prun-
ing, Quantization)

Blinding Technology Reduces encryption commu-
nication overhead

Industrial

[146] Dynamic Client Selection,
Two-Phase MPC

Secret Sharing Reduces communication
costs, enhances scalability

Smart manufacturing

[147] Communication Paralleliza-
tion

Differential Privacy
(Gaussian Noise)

Reduces communication
rounds needed

Generic IoT System

[148] Sparse Differential Gradient
Enhancement

Function Hiding MIFE,
Bayesian Differential
Privacy

Minimizes encryption over-
head, reduces communica-
tion

Generic IoT System

[145] Homomorphic Encryption Homomorphic
Threshold
Cryptosystem, Bounded
Laplace DP

Encrypted computations re-
duce data transmission

Vehicular navigation

[149] Blockchain and
Cryptographic Techniques

Blockchain with Proof-
of-Work Consensus

Reduces communication fre-
quency, enhances robustness

Generic IoT System

[139] Edge Computing, Local
Adaptive Optimizers

Local Adaptive Opti-
mizers, Differential Pri-
vacy

Optimizes learning rates, re-
duces unnecessary updates

Anomaly detection in
IoT

a) Privacy: It is a core concern in PPFL solutions,
particularly in regard to resilience to various privacy attacks
in FL. Solutions are evaluated based on their ability to defend
against potential vulnerabilities, such as MIA, MEA, PIA, and
DRA. High resilience in this category ensures that data privacy
is maintained without compromising model performance, even
when malicious entities attempt to exploit data during or after
training.

b) Network Efficiency: It encompasses optimizing com-
munication, computation, memory, and energy costs associated
with IoT devices that participate in FL. Effective PPFL solu-
tions must minimize these costs to ensure the feasibility of
implementation in resource-constrained IoT systems:

• Communication Overhead: Evaluation considers how so-
lutions manage the data transmitted between devices and
the central server. Techniques that reduce communication
frequency and volume help maintain bandwidth and im-
prove speed.

• Computation Overhead: Solutions are assessed for their
computational efficiency to ensure that they can operate
on devices with limited processing capabilities without
significantly affecting response times or energy consump-
tion.

• Memory Cost: Evaluating memory usage is crucial, as
many IoT devices have limited storage. Solutions that op-
timize memory usage allow for smoother, more efficient
FL processes.

• Energy Cost: This sub-metric considers the energy re-
quired for devices to participate in FL. Solutions with
lower energy consumption are preferable for prolonged
deployment in battery-operated IoT devices.

c) Learning Performance: To assess the learning perfor-
mance of PPFL, the model accuracy and convergence time are
important metrics:

• Accuracy: Solutions are evaluated based on the accuracy
achieved by the federated model after training. A high
degree of accuracy indicates that the model learns effec-
tively from distributed data sources.

• Convergence Time: This aspect examines how quickly the
model reaches its optimal accuracy. Faster convergence
time is desirable as it implies reduced computational and
communication costs and improved efficiency.

B. Analysis of Privacy-Preserving Techniques

a) Homomorphic Encryption: It is highly effective
against privacy attacks, enabling computations on encrypted
data without exposure. However, it introduces significant com-
putational and communication overhead as a result of the com-
plexity of the encryption and decryption processes, potentially
leading to longer model convergence times. Examples of its
application include [130], [132], and [145].

b) Differential Privacy (DP): It provides robust protec-
tion by adding noise to the data, ensuring that individual
data points remain anonymous. Although it effectively protects
privacy, added noise can degrade model accuracy and increase
computational overhead. The iterative addition of noise to the
FL process can slow the convergence of the model and increase
communication costs. This technique has been explored by
Zhao et al. [133], Wang et al. [131], and Chen et al. [147].

c) Blockchain and Cryptographic Techniques: They en-
sure data integrity, transparency, and robust security through
consensus mechanisms. However, blockchain transactions are
time-consuming and the advanced cryptographic operations
required add to the computational overhead, potentially in-
creasing communication costs. These methods are highlighted
in the studies by Qu et al. [149] and Stephanie et al. [134].

d) Blinding and Lagrange Interpolation: They offer a
combination of lightweight and more complex techniques to
protect data. Blinding provides efficient protection for en-
crypted gradients, while Lagrange interpolation verifies the in-
tegrity of aggregated gradients. Although blinding has minimal
computational impact, Lagrange interpolation can introduce
significant overhead, particularly in higher-dimensional data.
The effectiveness of these combined techniques can vary based
on the specific dataset. Fu et al. [144] provides an example of
this approach.
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e) Specialized Techniques: Function Hiding MIFE,
Bayesian DP, and BGV encryption offer tailored privacy
protections and robustness, often with high computational
complexities affecting model convergence time and increasing
communication overhead. These specialized techniques are
discussed in the work of Yin et al. [148] and Meng et al.
[150].

C. Analysis of Techniques for Enhancing FL Performance
and Efficiency

a) Model Compression (Pruning and Quantization):
Techniques such as pruning and quantization reduce model
size and computational demand, making it feasible for
resources-constrained devices to participate in the FL process.
This optimization improves network efficiency and maintains
privacy and accuracy. Fu et al. [144] explored these techniques,
demonstrating their effectiveness in industrial applications.

b) Dynamic Client Selection and Two-Phase Protocols:
These techniques optimize resource usage by involving the
most suitable clients in each training round, reducing com-
munication costs, and improving scalability. Kanagavelu et al.
[146] and Chen et al. [147] implemented such methods to
improve network efficiency while preserving privacy through
secret sharing and differential privacy mechanisms.

c) Edge Computing and Local Adaptive Optimizers:
Integrating edge computing with FL leverages the proximity
of edge nodes to IoT devices, enhancing data processing capa-
bilities and reducing latency. This integration allows for local
decision making and preprocessing of data, minimizing the
amount of data transmitted, and improving network efficiency.
Zhang et al. [139] and Yin et al. [148] used these techniques
to optimize learning rates and reduce unnecessary updates,
ensuring that the data remain within the local environment.

d) Crowdsourcing Aggregation and Quality-Driven Con-
tribution: These methods reduce bandwidth usage and im-
prove accuracy by focusing on data quality. Zhang et al. [151]
introduced a secure crowdsourcing aggregation algorithm,
which prioritizes quality over quantity, although it may face
challenges in scalability.

D. Qualitative Evaluation of PPFL Solutions

Table VI summarizes the strengths and weaknesses of
existing privacy preservation techniques, FL performance met-
rics, and IoT network optimization techniques used in PPFL
solutions, highlighting the specific advantages and limitations
of each technique in these critical areas. Table VII provides
a structured evaluation of PPFL solutions applied to IoT
applications, assessing them in terms of resilience to privacy
attacks, FL performance metrics such as accuracy and con-
vergence time, and network efficiency metrics that include
communication, computation, and memory costs. In this table,
a check mark (✓) in cell (i, j) indicates that the solution
i addresses the evaluation aspect j as categorized by the
taxonomy in Fig. 6, which organizes the aspects into three
key areas: i) privacy (resilience to attacks in FL), ii) network
efficiency (communication overhead, computation overhead,
memory cost and energy cost), and iii) learning performance

(accuracy and convergence time). In contrast, a cross mark (✗)
signifies that the aspect j is not addressed in solution i, while
a dashed (−) suggests that the efficacy of this aspect may vary
depending on the specific data or the application context.

Achieving the right balance between robust privacy pro-
tection and model performance is crucial for effective FL
deployments in IoT environments. Enhanced privacy often
introduces complexities that affect model learning accuracy
and extend the convergence time. Techniques that improve data
privacy sometimes compromise the speed of communication
and computation in the FL network. This trade-off between
security and efficiency is a persistent challenge, especially in
IoT scenarios where device resources and network bandwidth
are limited. Future research should optimize these privacy-
preserving methods to ensure computational efficiency and
high learning accuracy, making FL a viable option for real-
time IoT applications. Continuous evaluation and refinement
of these methods will be essential to address the evolving
challenges of privacy and performance in FL.

E. Quantitative Evaluation of PPFL Techniques

To enhance the utility of the paper as a practical guide, we
incorporated an experimental evaluation of the discussed PPFL
approaches.

The existing PPFL were evaluated separately in platforms,
making it difficult to numerically compare them. To tackle
this, we built a small-scale FL architecture and used a real-
time dataset, “IDSIoT2024”. This is an open source that can
be accessed from IEEE DataPort [152]. The detailed class
distribution of the dataset is presented in Table. VIII, while
the details of the experimental setup are presented in Table
IX.

1) Experimental Setup: We implemented a lightweight FL
setup in the Google Colab Pro Platform, a cloud-based plat-
form that provides access to powerful computational resources.
This platform offers a NVIDIA T4 GPU, a high-performance
computing unit renowned for its Tensor Cores, which signif-
icantly accelerates ML/DL operations. We incorporated the
LightGBM technique [153] for local training in FL. LightGBM
is a highly efficient and scalable gradient boosting framework
for fast and accurate training on tabular datasets. It is partic-
ularly well-suited for handling large-scale datasets and high-
dimensional features. LightGBM optimizes training speed and
model performance, reducing memory usage and speeding up
split finding. Additionally, it supports leaf-wise tree growth,
which improves accuracy for complex datasets and includes
built-in handling for categorical features, further simplifying
pre-processing. In an FL framework, LightGBM is an excellent
choice for local training due to its computational efficiency
and resource-efficient design. This makes it ideal for edge
devices or distributed environments with limited processing
power or memory. Its ability to work well with tabular data
aligns perfectly with many real-world applications of FL, such
as healthcare records analysis and IoT data processing. In
experiments, we kept the basic architecture of LightGBM
and FL constant for a better comparison. The results of
experiments are presented in Table X.
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TABLE VI: Strengths and weaknesses of the proposed privacy-preserving, FL performance, and IoT network optimization
techniques used in the PPFL solutions.

Technique Paper Advantages Weaknesses

Privacy
Preservation

BGV HE [150] Simplifies computations and enlarges
the plaintext space

Requires careful parameter selection

A-LWE [150] Enables PP during aggregation without
additional interaction

Requires significantly larger keys and
ciphertexts

SMPC [134] Supports computation on encrypted data Computationally intensive
ElGamal encryption [135] Ensures the privacy of quantized gradi-

ents
Not ideal for long messages, requires
modular exponentiation

Masks [130] Simple, versatile, low computational re-
quirements

Not always robust and end-to-end se-
cure

Homomorphic Encryption [130], [132],
[145]

Enables computations on encrypted data
with strong security

Significant computational overhead, in-
creases storage and bandwidth use

Blockchain [134], [135] Ensures data integrity, transparency,
traceability

Scalability and storage issues

Lagrange interpolation [144] Verifies integrity of aggregated gradi-
ents

Computational complexity

Blinding technology [132], [144] Protects encrypted gradients from inver-
sion

Risk of collusion attacks

Function Hiding MIFE [148] Enables decryption of only aggregated
results

High computational overhead, depen-
dence on a TTP, scalability issues

Bayesian DP [148] Incorporates prior knowledge for flexi-
ble privacy guarantees

Dependence on prior knowledge, poten-
tial over-reliance

Data reconstruction via VAE [131] Provides a level of abstraction for data High complexity, reconstruction accu-
racy challenges

DP (Laplace/Gaussian noise) [131]–[133],
[145], [147],
[150]

Ensures individual data points cannot be
singled out

Trade-off between privacy and utility,
choosing the right amount of noise

FL
Performance

Crowdsourcing Aggregation [151] Reduces bandwidth usage, maintains
accuracy

Scalability concerns

Model heterogeneity [134] Allows different model structures for
participants

Coordination challenges

Weighted ensemble DL [134] High-quality models have more influ-
ence

Risk of oversimplification

Quality-driven contribution [130] Prioritizes data quality over quantity Ambiguity in quality assessment
Dropout-tolerable scheme [130] Robust to client dropouts Assumes sufficient online clients
Normalization technique [133] Improves model generalization across

heterogeneous data
-

Local adaptive optimizer [139] Enhances model updates from each de-
vice

Risk of overfitting, increased memory
overhead

Cross-round learning rate
scheduler

[139] Facilitates quick convergence Additional complexity

Incentive mechanism for FL
participation

[131] Encourages data sharing and participa-
tion

Fairness in reward distribution, scalabil-
ity concerns

Decentralized architecture [134], [135],
[147]

Eliminates single-point failures, speeds
up training

Risks from malicious or faulty nodes

Fog nodes for data aggregation [132] Enhances data distribution efficiency Risks of fog node failure or compromise

IoT
Resources

Two-phase MPC [146] Minimizes direct communications Committee bias and trust issues, elec-
tion overhead

Sparse Differential Gradient [148] Enhances communication/storage effi-
ciency, focuses on important features

Risk of information loss, potential over-
sparsity

Lightweight communication [139] Efficient for IoT messaging Limited security
Modular design [139] Minimizes unnecessary processes Integration challenges
Direct implementation on edge
devices

[139] Reduces data travel Limited resources

Communication parallelization [147] Reduces communication rounds, uses
over-the-air computation

Vulnerable to noise and interference

2) Discussion on Quantitative Results: The experimental
evaluation of various PPFL techniques provides valuable in-
sight into their trade-offs across multiple critical parame-
ters, including accuracy, computational efficiency, convergence
time, and memory footprint. DP techniques such as Gaussian,
Laplace, and Poisson noise methods demonstrated a strong
balance between accuracy and resource demands. Laplace
noise achieved the highest accuracy at 99.37%, closely fol-
lowed by the Gaussian and Poisson noise distributions, which
scored 94.18% and 91.41%, respectively. These methods intro-
duced moderate computational overhead, with average client

training times around 0.6 seconds and convergence times
near 68 seconds. Their memory footprints were consistent at
approximately 2MB, reflecting their efficiency and suitability
for scenarios where computational and memory resources are
restricted, but privacy remains essential.

SMPC methods prioritized robust security through tech-
niques such as Shamir’s secret sharing, additive secret sharing,
and clumping circuits. However, this came at the expense
of lower accuracy, ranging from 63.58% to 69.36%, and
significantly higher convergence times, exceeding 240 seconds
in some cases. The memory requirements for the SMPC tech-
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TABLE VII: Evaluation of PPFL solutions proposed for IoT applications.

PPFL Privacy Attacks FL Performances Efficiency Metrics
MIA MEA PIA DRA Accuracy Convergence Time Communication Computation Memory

[134] High Mod. to High Moderate High ✓ ✓ ✗ ✗ ✗
[135] High Moderate Moderate High - - ✗ ✗ ✗
[130] High High Mod. to High High ✓ ✓ ✗ ✗ ✗
[144] High Moderate Moderate High ✓ ✗ ✓ ✓ ✗
[146] High Moderate Mod. to High High ✓ ✓ ✓ ✗ ✗
[133] High Moderate Mod. to High High ✗ ✓ ✗ ✗ ✗
[131] High Moderate Mod. to High High ✓ ✓ ✗ ✗ ✗
[147] High Moderate Mod. to High High - - ✓ ✓ ✓
[148] High High High High ✓ ✗ ✓ ✓ ✗
[150] High High Mod. to High High ✓ ✗ ✓ ✓ ✗
[132] High High Mod. to High High ✓ ✓ ✗ ✓ ✗
[145] High High M. to High High ✗ ✗ ✗ ✓ ✗
[151] High High Moderate High ✓ ✗ ✓ ✓ ✗
[139] Moderate Low Low Moderate ✓ ✓ ✗ ✗ ✓
[149] High Moderate Moderate High ✓ ✓ ✗ ✗ ✗

TABLE VIII: Class distribution of IDSIoT2024 dataset.

Class Name Count
DoS 40000
Injection 1280
Malware 10000
MITM 5000
Normal 10000
Routing 10000
Vulnerability Analysis 20000

TABLE IX: Specifications of experimentation platform.

Parameter/Specification Value/Description
Platform Google Colab Pro
Hardware Accelerator NVIDIA T4
Runtime Environment Python (3.10.12)
Framework TensorFlow (2.17.0)
Number of Clients 10
Number of Rounds 10
Data Distribution IID
Local Model LightGBM
loss multi logloss
Learning Rate 0.10
num leaves 31
max depth -1
verbosity -1
num boost round 50

niques were slightly higher than those for differential privacy,
with footprints ranging from 2.11 MB to 2.36 MB. Despite
their reduced predictive performance, SMPC methods excel
in applications demanding the highest levels of data security,
where ensuring that the data of no individual participant are
exposed outweighs the computational costs.

HE has emerged as a promising approach to balance ac-
curacy, efficiency, and resource demands. PHE delivered high
accuracy at 99.15% with the smallest memory footprint of all
evaluated methods at only 0.93 MB. FHE slightly improved
accuracy to 99.20% but required more memory at 1.18 MB
and exhibited marginally slower convergence times. Secure
aggregation techniques, including random masking and partial
sum masking, also achieved high accuracy (99.10%–99.13%),

with faster convergence times (55–56 seconds) and lightweight
memory usage of around 1.15 MB, making them highly
practical for scenarios requiring both security and efficiency.

Anonymization techniques further demonstrated various
strengths, with RCI achieving the highest overall accuracy
at 99.41%, although with a higher memory footprint of 2.77
MB and slower convergence times. Rotating IDs offered a
more resource efficient alternative, achieving a memory foot-
print of just 0.85 MB while maintaining reasonable accuracy
(95.32%) and the fastest convergence time among all methods
(49 seconds). These findings highlight the intricate balance
between privacy, performance, and resource efficiency in PPFL
methodologies, highlighting the need to tailor the choice of ap-
proach to the specific requirements of the application. Whether
the priority lies in achieving top-tier accuracy, minimizing
memory usage, or ensuring the strongest privacy guarantees,
these experimental outcomes provide a comprehensive guide
for informed decision making in real-time FL deployments.

VII. TECHNOLOGICAL INNOVATIONS AND FUTURE
DIRECTIONS

A. Emerging Technologies

Rapid advancements in emerging technologies are expected
to revolutionize the use of FL in IoT systems, improving
both their efficiency and privacy. The following discusses how
these technologies, particularly the evolving 6G networks, can
support and optimize privacy-preserved FL in IoT:

1) Enhanced Bandwidth and Lower Latency: 5G and 6G
networks promise significantly higher bandwidth and lower
latency than previous generations. This improvement is crucial
for FL, as it involves frequent exchanges of model updates
across a network of distributed IoT devices. With 6G, ultra-
low latency and near instantaneous data transmission will
reduce the risk of delays that could expose model updates
to adversarial attacks during transmission. Moreover, a higher
bandwidth allows for the secure and faster transmission of
encrypted model parameters, supporting privacy-preserving FL
techniques such as secure aggregation [154].

2) Increased Connection Density: 6G networks are de-
signed to support an unprecedented density of interconnected
devices, far exceeding the capabilities of 5G. This increased
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TABLE X: Quantitative comparison of PPFL approaches through experimental evaluation.

PPFL Technique Method Accuracy
(%)

Average Client
Training Time

(sec)

Average
Aggregation
Time (ms)

Total
Convergence
Time (sec)

Memory
Footprint (MBs)

Differential Privacy
Gaussian Noise 94.18 0.5974 3.8 67.1942 2.1170
Laplace Noise 99.37 0.6130 3.6 68.7546 2.1156
Poisson Noise 91.41 0.5957 3.5 67.0437 2.2086

SMPC
Shamir’s Secret Sharing 69.36 0.6052 0.0038 238.7399 2.3606
Additive Secret Sharing 68.24 0.6078 0.1 240.0294 2.1170
Garbled Circuits 63.58 0.6095 0.1 248.8431 2.1170

Homomorphic Encryption PHE 99.15 0.6532 0.004 84.6845 0.9352
FHE 99.20 0.6364 0.003 87.1462 1.1870

Secure Aggregation Random Masking 99.10 0.5421 0.243 55.3322 1.1482
Partial Sum Masking 99.13 0.5570 0.225 56.8228 1.1659

Anonymization RCI 99.41 0.6821 3.6 75.8817 2.7704
Rotating ID 95.32 0.4339 3.7 48.9923 0.8542

capacity allows greater participation in FL by a wide array of
IoT devices, ensuring more diverse and representative model
training. From a privacy perspective, the inclusion of more
devices enables stronger differential privacy mechanisms, as
noise can be distributed across a larger number of participants,
improving both privacy and utility [155].

3) Reliable Communication: Communication reliability is a
cornerstone of FL implementations in critical IoT applications
such as healthcare and autonomous systems. Ultra-reliable
low-latency communication (URLLC) of 6G minimizes the
likelihood of packet loss or data corruption during model
updates, reducing vulnerabilities to man-in-the-middle attacks
and ensuring the integrity of privacy preservation techniques
such as HE [156].

4) Edge Computing and Distributed AI Integration: 6G
networks will natively integrate edge computing capabilities
with distributed AI, enabling IoT devices to process data and
train models closer to the data source. By reducing the need
to send raw data over the network, this approach inherently
enhances privacy. For FL, this evolution will support advanced
privacy-preserving frameworks such as SMPC and federated
unlearning, which benefit from decentralized data processing
and localized model updates [157].

5) Intelligent Privacy Management: 6G introduces the con-
cept of ”native AI” in its infrastructure, embedding AI in the
core of network operations. This allows dynamic optimization
of privacy-preserving FL protocols, such as adaptive noise
injection for differential privacy based on real-time traffic
conditions. Furthermore, AI-driven anomaly detection mech-
anisms in 6G can proactively identify and mitigate potential
privacy threats during model aggregation [158].

6) Quantum-Safe Security Enhancements: 6G networks are
likely to incorporate quantum-resistant cryptographic algo-
rithms to counteract the threat of quantum computing, which
could potentially break traditional encryption methods. This
advancement is critical for FL, where encrypted model updates
and aggregated results need to remain secure over extended pe-
riods. The integration of such quantum-safe protocols ensures
long-term privacy preservation in FL [159].

7) Privacy-Preserving Localization and Context Aware-
ness: 6G’s capability for precise localization and context
awareness offers new opportunities for FL in IoT. By securely
and accurately determining device locations and contexts, FL
systems can optimize model updates without revealing sensi-

tive location information. This feature is particularly beneficial
for location-sensitive IoT applications, such as smart cities and
personalized healthcare [160].

The evolution from 5G to 6G represents a significant boon
for FL in the IoT by addressing critical aspects such as speed,
connectivity, reliability, and security. These technological ad-
vances are poised to overcome many of the current limitations
of FL deployments, which will enable more dynamic, respon-
sive, and efficient IoT systems.

B. Future Challenges and Opportunities

Although advances in technologies such as 5G and 6G
offer substantial benefits, several challenges remain for future
research and development in FL for IoT:

1) FL in Heterogeneous IoT Networks: IoT networks often
consist of devices with diverse computational capabilities,
communication protocols, and energy constraints [161]. De-
veloping adaptive FL frameworks that account for this hetero-
geneity is critical. Techniques such as device clustering [162],
personalized FL [163], and resource-aware adaptive FL [164],
[165] are promising directions to address these challenges.
Heterogeneous FL models may also represent an option in
which a different model may be adapted according to the
devices capabilities. However, the accuracy of such models
represents a big challenge.

2) Multimodal FL and Privacy in IoT: With the prolifer-
ation of multimodal IoT data (e.g., audio, video, and sensor
data), FL must effectively integrate diverse data types while
ensuring privacy preservation. Research into multimodal FL
techniques, such as cross-modal learning and shared repre-
sentation models, can enhance the robustness of FL systems
[166]. However, multimodal data also introduce unique pri-
vacy challenges, which require advanced cryptographic and
anonymization techniques [167].

3) Federated Unlearning for Privacy Mitigation: Federated
unlearning, a process to selectively remove specific data contri-
butions from a trained model, has gained attention as a method
to address privacy concerns [168]. This technique is particu-
larly relevant in IoT scenarios where users can withdraw their
consent to use data [169]. The design of efficient and scalable
unlearning algorithms compatible with FL frameworks will be
an important research area [170].
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4) Collusion Attacks: Despite robust privacy measures, the
threat of collusion attacks, in which multiple malicious entities
cooperate to compromise the system, remains unresolved. The
design of systems that counteract these advanced threats is an
open research question [171].

5) Computational Overhead: While bolstering security, in-
tegrating cryptographic techniques might introduce significant
computational and communication overhead. Balancing these
with the need for real-time responses will be crucial in
applications such as real-time navigation and healthcare [172].

6) Data Imbalance: Uneven data distribution among partic-
ipants is a recurrent issue in FL. Methods for ensuring efficient
learning, even with data disparity, will remain a focal point of
future research. Techniques such as federated transfer learning
and adaptive sampling are promising areas to explore [173].

7) Transparency vs. Privacy: While blockchain provides
immutable record keeping and ensures the integrity of data and
the model, it introduces another tension between transparency
and privacy. Striking a balance between these aspects in
various application scenarios will be an important research
trend [174], [175].

8) Interoperability: Ensuring interoperability between vari-
ous IoT devices and systems is critical to the widespread adop-
tion of FL. Developing standardized protocols and interfaces
seamlessly integrating devices from different manufacturers
will be essential [176].

9) Scalability: As IoT networks grow, scaling FL to accom-
modate millions of devices without affecting performance is a
significant challenge. Research in hierarchical FL and efficient
model aggregation techniques will be necessary to address this
[177].

10) Policy and Regulation: With the growing focus on
data privacy and security, compliance with regulations such as
GDPR and CCPA will be essential. Developing FL frameworks
that comply with these regulations while maintaining high
performance will be a key challenge [178].

11) Explainability and Interpretability: As FL becomes
more prevalent, the need for models that can explain their
predictions and decisions becomes critical, especially in sec-
tors such as healthcare and finance. Developing techniques to
ensure that FL models are interpretable will be an important
area of research [179].

12) Integrating AI with FL: Combining artificial intelli-
gence (AI) techniques with FL can improve learning. For
example, reinforcement learning can optimize client selection
and resource allocation in FL systems, improving efficiency
and performance [180].

13) Generative AI: Generative AI models, such as GANs,
Diffusion models, and Large language models, can be lever-
aged to create synthetic data, which can help address data
imbalance and enhance the robustness of FL models. These
models can generate realistic and diverse data samples that
can be used to augment training datasets and improve the
generalizability of FL systems. Furthermore, Generative AI
can help anonymize data, preserving privacy while providing
useful synthetic data for training purposes [178].

In conclusion, while emerging technologies such as 5G, 6G,
and edge computing significantly enhance FL in IoT, address-

ing the associated challenges will require continued innovation
and research. Future work will need to focus on optimizing
the balance between privacy, efficiency, and scalability to fully
realize FL’s potential in diverse IoT applications.

VIII. STANDARDS, PROTOCOLS, AND REAL-WORLD
APPLICATIONS

This section explores the foundational technologies that
enable effective FL implementations within IoT environments.
These technologies address core challenges such as security,
interoperability, and scalability, which are critical to ensure
efficient operation of FL systems on diverse and distributed
IoT platforms. Key standards that provide the guidelines and
specifications necessary for network efficiency are discussed.
In addition, we explore various protocols that facilitate reliable
and secure data exchanges between IoT devices and FL
systems. Finally, some real-world applications of PPFL from
world-renowned companies are highlighted to assess the full
potential of FL in IoT. Each component, standards, protocols,
and frameworks plays a vital role in shaping the landscape
of FL, making it a viable and robust solution to the complex
demands of IoT ecosystems.

A. Standards and Protocols

1) Network Efficiency Standards: This section explores
the critical standards and protocols that improve network
efficiency, essential for managing the substantial data flows
inherent in FL deployments across numerous IoT devices.
It discusses various strategies and technologies to optimize
bandwidth usage, reduce latency, and improve communication
efficiency between disparate devices. These measures support
the robust performance of FL applications and ensure that net-
work resources are utilized judiciously to prevent bottlenecks
and maximize the throughput of IoT networks.

a) IEEE P1932.1: IEEE P1932.1 1 is an emerging stan-
dard that establishes interoperability within wireless mobile
networks. Although it acknowledges the growing relevance of
FL, its primary objective is not to directly facilitate federated
machine learning systems. Instead, the standard defines a
robust framework of interfaces and interactions that promote
seamless collaboration among diverse devices and platforms.
By focusing on interoperability, IEEE P1932.1 ensures that
devices from various manufacturers can communicate and
function together effectively across different applications, in-
cluding but not limited to FL. This interoperability framework
enables diverse technologies to participate in complex environ-
ments without compatibility challenges, supporting innovative
use cases across multiple domains.

b) 3GPP and 5G Standards: 3GPP2 has been instru-
mental in defining standards that facilitate enhanced mobile
broadband, ultra-reliable low-latency communications, and
massive machine-type communications – all beneficial for
IoT applications, including FL. The 5G network standard is
crucial for IoT and FL due to its ability to support high data

1https://standards.ieee.org/ieee/1932.1/7042/
2https://www.3gpp.org/
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rate transmissions, reduced latency, and increased connectivity
density, which are essential for effective FL operation in IoT
networks.

2) Privacy Standards: This section delves into the stan-
dards and protocols to protect data privacy and secure com-
munication in FL deployments.

a) IEEE P7000 Series: This series of standards focuses
on ethical concerns and privacy issues related to developing
and implementing autonomous systems and artificial intelli-
gence. For example, IEEE P7002 on Data Privacy Process
addresses how to manage privacy issues within systems and
software engineering processes. This standard is relevant be-
cause it helps developers of IoT devices and FL systems ensure
privacy is built into the design and deployment phases.

b) IETF Protocols (DTLS, TLS): The Internet Engi-
neering Task Force (IETF) has developed several security
protocols, such as Datagram Transport Layer Security (DTLS)
and Transport Layer Security (TLS), which are crucial for
securing communications in IoT networks. These protocols
help protect the privacy of data as it moves between devices
and servers, which is essential for FL applications where data
can be particularly sensitive.

c) ISO/IEC 27001: This international standard describes
best practices for an information security management system
(ISMS) and is vital for organizations that manage information
related to FL and IoT. Implementing ISO/IEC 27001 helps
ensure user data’s confidentiality, integrity, and availability and
can be particularly useful in managing the privacy of data
distributed across FL IoT systems.

d) GDPR and Related Frameworks: While not a techni-
cal standard, the General Data Protection Regulation (GDPR)
profoundly impacts how data privacy must be handled by any
FL and IoT system operating within or targeting users in the
European Union. It emphasizes users’ privacy rights and the
secure processing of personal data, influencing how standards
and protocols are implemented in IoT and FL environments.

e) FIDO Alliance (Fast Identity Online): The FIDO
Alliance has developed standards for stronger authentication
practices that reduce password reliance, enhancing privacy
and security for online services, including IoT devices. These
standards ensure secure and private user authentication in FL
systems.

B. Real-world Implementations of PPFL

This section provides an overview of real-world implemen-
tations of PPFL in IoT environments, addressing associated
privacy issues and showcasing examples of effective use.
An overview of some practical PPFL projects from world-
renowned companies is presented in Fig. 7.

1) Google (TensorFlow Federated (TFF)): Google’s TFF3

is a widely adopted FL framework, designed to preserve pri-
vacy while allowing the training of decentralized models. TFF
leverages differential privacy to mask individual contributions
and secure aggregation to ensure data is encrypted during
computations [181]. Use cases include predictive text input in
Gboard and training healthcare AI models without sensitive

3https://github.com/tensorflow/federated

medical data leaving user devices, addressing concerns about
privacy leakage. Applying FL to Gboard allows the model to
learn from user interactions directly on their devices, ensuring
that personal data remain local.

In [182], researchers trained more than 20 Gboard language
models with (ρ−zCDP) privacy guarantees where ρ ∈ (0.2, 2).
Two of the models were trained with secure aggregation. All
models achieved stronger privacy guarantees (smaller zCDP)
than the zCDP > 2.6 standard used by the US Census Bureau.
The authors found that system configuration parameters like
report goal and minimum client separation have a significant
impact on the privacy-utility trade-off. However, they noted
that training was ”notably slower” with secure aggregation, in-
dicating potential areas for future optimization. The results of
this research demonstrate that it is possible to train production-
ready language models with strong privacy guarantees using
FL and DP. This research was impactful enough that Gboard
has implemented a new policy requiring differential privacy to
be used for all future training of Gboard language models.

2) Microsoftn (Azure Confidential Computing and Project
Florida): Microsoft leverages PPFL within Azure Confidential
Computing by combining secure enclaves, HE, and SMPC
for multiparty collaborations [183]. The latest enhancements
include scalable privacy-preserving workflows for financial
fraud detection and clinical AI trials. Innovations focus on
enabling organizations to train collaborative models while
adhering to strict data protection standards such as GDPR
and HIPAA, particularly in healthcare diagnostics and sensitive
legal analytics.

Project Florida [184] aims to simplify FL deployment,
enabling FL as a Service (FLaaS) and facilitating the broader
adoption of this privacy-preserving machine learning ap-
proach. Project Florida has been tested on production work-
loads with up to 70000 connected devices, demonstrating its
capability for real-world applications. In [184], an experi-
ment using Project Florida demonstrated spam classification
with FL. Using BERT Tiny and the Enron Spam dataset,
the study simulated 32 clients on 8 AzureML nodes, with
training conducted over 10 iterations using FedAvg. Variations
included adding DP with ϵ = 2, asynchronous learning to
reduce the duration of the iteration, and overparticipation by
increasing client nodes to 16, further optimizing training time.
The results showed high test accuracy, though DP caused
slight accuracy drops and convergence challenges. Scaling
tests validated Florida’s ability to handle more than 1000
concurrent clients with potential scalability to hundreds of
thousands per iteration.

3) NVIDIA (Clara FL): NVIDIA’s Clara platform uses
FL to enable collaborative development of AI models in the
healthcare sector. By allowing institutions to train models on
their local data and share only model updates, Clara facili-
tates the creation of robust medical AI applications without
exposing sensitive patient information. PPFL techniques such
as HE and secure aggregation to protect patient data during
federated medical AI model training [185]. Recent advances
focus on large-scale collaborative efforts in genomics, early
cancer detection, and real-time analysis of medical imag-
ing. These updates improve model accuracy while meeting
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Fig. 7: Examples of some PPFL implementations from world-renowned enterprises and research institutions.

stringent data privacy requirements in global decentralized
healthcare systems.

4) Apple (Core ML): Apple’s Core ML implements PPFL
by training models locally on user devices, preventing raw
data from being transmitted to central servers [186]. Enhanced
privacy techniques include DP and local encryption, enabling
secure training for Siri, keyboard predictions, and health
monitoring. Recent advances focus on FL in Apple Health
and biometric data, ensuring end-to-end privacy on personal
and wearable devices.

5) OpenMined (PySyft): PySyft4 enhances PPFL imple-
mentation with open source tools for secure computation,
including SMPC, DP, and HE. It allows organizations to
collaborate securely on sensitive data in multiple domains
[187]5. PySyft has been applied in various domains, including
healthcare and finance, to develop models that respect data
privacy regulations. Recent updates focus on scaling privacy-

4https://github.com/OpenMined/PySyft
5https://blog.openmined.org/federated-privacy-preserving-analytics-

for-secure-collaboration-among-telco-and-partners-to-improve-customer-
engagement/
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preserving collaborations for AI in fraud detection, predictive
patient diagnostics, and cross-institutional research on large
datasets.

6) Meta (PyTorch FL): Meta applies PPFL in PyTorch FL
by using secure aggregation for privacy-preserving updates in
large-scale models. It enables decentralized learning across
billions of users while protecting individual data [188]. New
developments include enhanced federated techniques for per-
sonalized recommendations, privacy-compliant ad targeting,
and secure AI-driven analytics for social media platforms such
as Facebook, Instagram, and WhatsApp.

7) Intel (Open Federated Learning (OpenFL)): Intel’s
OpenFL6 implements PPFL through SMPC and DP for de-
centralized training in industries such as healthcare and IoT.
Recent updates include enhanced multi-tier workflows that al-
low secure AI training for predictive maintenance in smart de-
vices and healthcare analytics. The platform ensures privacy-
compliant collaboration between organizations on sensitive
data while maintaining robust encryption standards [189].

8) IBM (Federated Learning on AI Cloud): IBM integrates
PPFL into its AI Cloud platform, enabling enterprises to
collaboratively build AI models without exposing sensitive
data [190]. Privacy measures include homomorphic encryption
for secure computations and SMPC for data sharing between
different organizations. Key applications are healthcare diag-
nostics and fraud detection in financial systems.

9) Flower: Flower7 is a flexible and friendly FL frame-
work to facilitate the development and experimentation of FL
algorithms and applications. Unlike many FL frameworks that
focus on specific technologies or platforms, Flower is designed
to be framework-agnostic, which means that it can be used
with a variety of ML libraries and environments, including
popular ones like TensorFlow, PyTorch, and scikit-learn.

The Flower framework demonstrates exceptional scalability
and adaptability in FL [191], handling up to 15 million clients,
with efficient training even when 1000 clients participate per
round. It outperformed other FL frameworks like FedJax and
TFF in computationally intensive settings, completing training
significantly faster in larger local epochs. Tests on hetero-
geneous devices, including Nvidia Jetson, Raspberry Pi, and
Android smartphones, highlighted Flower’s low framework
overhead (under 100 ms per round) and energy efficiency, with
Jetson Nano-CPU reducing energy usage by 60% compared
to Raspberry Pi despite longer convergence times. Experi-
ments with varying client network speeds revealed significant
increases in training time with slower clients, although cus-
tomized client selection strategies reduced convergence time
by up to 30%. Furthermore, Flower’s implementation of secure
aggregation protocols proved robust, with linear computational
overhead and resilience to client dropouts. These results show
Flower as a highly scalable, efficient and adaptable framework
for real-world FL deployments.

10) Cisco (Flame): Flame, developed by Cisco, is an open
source platform designed to streamline the FL life cycle,
including tasks such as managing compute resources and

6https://github.com/securefederatedai/openfl
7https://github.com/adap/flower

datasets, scheduling jobs, preserving privacy and monitoring
the system. In addition, it emphasizes edge computing appli-
cations. Flame experiments validate its flexibility, scalability,
and performance in various FL scenarios [192]. Hybrid FL,
a Flame-enabled topology, achieved the target accuracy 1.77
faster than Classical FL (C-FL) and Hierarchical FL (H-FL)
under straggler node conditions, while H-FL outperformed
other topologies during client node failure scenarios. Flame’s
TAG framework (Topology Abstraction Graph) demonstrated
scalability, expanding to support 100000 trainers in less than
32 seconds. Further tests on MNIST and CIFAR-10 datasets
showed that Hybrid FL achieved up to 2.21 faster training
with significantly lower bandwidth usage compared to C-
FL. Coordinated FL (CO-FL), another topology supported
by Flame, efficiently handled straggler aggregators and re-
duced iteration times compared to static hierarchical setups.
Comparisons with existing frameworks such as FedML and
Flower highlighted Flame’s superiority in supporting various
topologies while achieving comparable accuracy with lower
execution times, underscoring its utility for complex and large-
scale FL deployments, such as IoT scenarios.

11) FedML (Open-Source Federated Learning Platform):
FedML enhances PPFL implementation with scalable privacy-
preserving techniques such as DP and secure aggregation
[193]. It supports various applications, including federated
IoT, predictive maintenance, and disease diagnosis. Recent
updates focus on lightweight PPFL solutions for edge devices
and hierarchical FL to facilitate collaboration across multiple
organizational tiers.

12) REMINDER: The REMINDER Project [194] is ded-
icated to develop a platform enhancing privacy-preserving
ML, by ensuring secure data management throughout its
life cycle within decentralized and distributed systems. By
integrating FL with cryptographic techniques, REMINDER
enables collaborative AI model training without sharing raw
data, addressing critical privacy and security concerns in dy-
namic, heterogeneous environments such as IoT networks and
5G/6G infrastructures. Its objectives include the development
of advanced authentication protocols, edge-based FL architec-
tures, and adaptive systems that mitigate new threat vectors
while complying with regulations such as GDPR. The practical
applications of REMINDER are demonstrated through use
cases in the eHealth and smart building ecosystems. These
examples underscore the transformative potential of FL in
enabling secure, privacy-centric AI solutions. In addition, the
project aligns with the Sustainable Development Goals (SDGs)
of the United Nations, promoting sustainable and responsible
technological innovation.

13) OWKIN (MELLODDY project): OWKIN is a leading
AI platform that uses FL to enable secure and decentralized
model training in sensitive industries such as healthcare.
Its framework integrates differential privacy to anonymize
individual data contributions and homomorphic encryption
to ensure secure computations. OWKIN’s use cases include
the MELLODDY project, where pharmaceutical companies
collaboratively train drug discovery models without exposing
proprietary data, and hospital collaborations that train health-
care AI models while patient data remain on local servers, ad-
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dressing stringent privacy and regulatory requirements [195].

IX. CONCLUSION

Equipping IoT applications with advanced AI marks a
pivotal step in the evolution of ICT. This enables advanced
applications and services that will significantly influence
modern economies and improve citizen’s life. However, the
acceptance and integration of AI models in personal and
industrial IoT devices faces many challenges, including severe
resource constraints, strict requirements for convergence speed
and accuracy, and the pressing need to ensure user data privacy.
FL has emerged as a promising paradigm to address these
challenges in IoT environments, but it still faces challenges
that need to be addressed. This paper has provided a compre-
hensive overview and taxonomy of PPFL techniques tailored
to IoT systems. The taxonomy enables a structured evaluation
of PPFL methods, examining their privacy guarantees, quality
of service, and efficiency in IoT networks.

Our study reveals several key insights:
1) No Universal Solution: PPFL solutions must navigate

complex trade-offs between resource utilization, learning
performance, and privacy resilience. Effective solutions
require tailored approaches to balance these conflicting
demands.

2) Client Selection: Optimal client selection based on energy
reserves, memory, bandwidth, and computational capacity
is critical for efficient FL rounds, enhancing learning
performance while minimizing resource waste.

3) Hybrid Privacy-Preserving Techniques: Combining meth-
ods such as encryption, anonymization, and DP can
harness their strengths. For example, DP can preserve
data utility while ensuring robust privacy protection.

4) Reducing Computational Overhead: Lowering the re-
source demands of techniques like HE and secure multi-
party computation is essential for their practical adoption
in FL-IoT.

5) Optimization Frameworks: Mathematical tools such as
game theory can help balance data quality and privacy,
offering strategies to manage competing demands for
resource efficiency and security.

6) Advanced Network Technologies: 5G, 6G, and edge
computing provide critical improvements in bandwidth,
latency, and scalability, supporting real-time FL in IoT
systems.

In conclusion, while PPFL has made remarkable strides for
IoT, there are still persistent challenges that current research
attempts to overcome. Future efforts should focus on optimiz-
ing the balance between privacy, efficiency, and scalability.
Advances in network technologies and sophisticated optimiza-
tion techniques will be instrumental in unlocking FL’s full
potential across diverse IoT applications.

REFERENCES

[1] M. Centenaro, C. E. Costa, F. Granelli, C. Sacchi, and L. Vangelista,
“A survey on technologies, standards and open challenges in satellite
iot,” IEEE Communications Surveys Tutorials, vol. 23, no. 3, pp. 1693–
1720, 2021.

[2] Z.-H. Zhan, J.-Y. Li, and J. Zhang, “Evolutionary deep learning: A sur-
vey,” Neurocomputing, vol. 483, pp. 42–58, 2022. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0925231222001345

[3] D. Djenouri, R. Laidi, Y. Djenouri, and I. Balasingham, “Machine
learning for smart building applications: Review and taxonomy,” ACM
Comput. Surv., vol. 52, no. 2, pp. 24:1–24:36, 2019.

[4] A. K. Alnaim and A. M. Alwakeel, “Machine-learning-based iot–edge
computing healthcare solutions,” Electronics, vol. 12, no. 4, p. 1027,
2023.

[5] A. Lakhan, Q.-u.-a. Mastoi, M. A. Dootio, F. Alqahtani, I. R. Alzahrani,
F. Baothman, S. Y. Shah, S. A. Shah, N. Anjum, Q. H. Abbasi et al.,
“Hybrid workload enabled and secure healthcare monitoring sensing
framework in distributed fog-cloud network,” Electronics, vol. 10,
no. 16, p. 1974, 2021.

[6] K. M. J. Rahman, F. Ahmed, N. Akhter, M. Hasan, R. Amin, K. E.
Aziz, A. K. M. M. Islam, M. S. H. Mukta, and A. K. M. N. Islam,
“Challenges, applications and design aspects of federated learning: A
survey,” IEEE Access, vol. 9, pp. 124 682–124 700, 2021.

[7] S. Latif, D. Djenouri, J. L. Hernandez-Ramos, A. Skarmeta, and
J. Ahmad, “A lightweight integrity-driven federated learning approach
to mitigate poisoning attacks in iot,” in 2024 IEEE Future Networks
World Forum (FNWF). IEEE, 2024, pp. 1–6, https://uwe-repository.
worktribe.com/output/12895988.

[8] M. Aledhari, R. Razzak, R. M. Parizi, and F. Saeed, “Federated learn-
ing: A survey on enabling technologies, protocols, and applications,”
IEEE Access, vol. 8, pp. 140 699–140 725, 2020.

[9] Y. Li, C. Chen, N. Liu, H. Huang, Z. Zheng, and Q. Yan, “A blockchain-
based decentralized federated learning framework with committee
consensus,” IEEE Network, vol. 35, no. 1, pp. 234–241, 2021.

[10] A. Imteaj, U. Thakker, S. Wang, J. Li, and M. H. Amini, “A survey on
federated learning for resource-constrained iot devices,” IEEE Internet
of Things Journal, vol. 9, no. 1, pp. 1–24, 2022.

[11] W. Ni, H. Ao, H. Tian, Y. C. Eldar, and D. Niyato, “Fedsl: Feder-
ated split learning for collaborative healthcare analytics on resource-
constrained wearable iomt devices,” IEEE Internet Things J., vol. 11,
no. 10, pp. 18 934–18 935, 2024.

[12] S. I. Ahsan, D. Djenouri, and R. Haider, “Privacy-enhanced sentiment
analysis in mental health: Federated learning with data obfuscation and
bidirectional encoder representations from transformers,” Electronics,
vol. 13, no. 23, 2024.

[13] R. Shokri, M. Stronati, C. Song, and V. Shmatikov, “Membership
inference attacks against machine learning models,” in 2017 IEEE
Symposium on Security and Privacy (SP), 2017, pp. 3–18.

[14] L. T. Phong, Y. Aono, T. Hayashi, L. Wang, and S. Moriai, “Privacy-
preserving deep learning via additively homomorphic encryption,”
IEEE Transactions on Information Forensics and Security, vol. 13,
no. 5, pp. 1333–1345, 2018.

[15] L. Su and J. Xu, “Securing distributed gradient descent in high dimen-
sional statistical learning,” Proceedings of the ACM on Measurement
and Analysis of Computing Systems, vol. 3, no. 1, pp. 1–41, 2019.

[16] L. Zhu, Z. Liu, and S. Han, “Deep leakage from gradients,” Advances
in neural information processing systems, vol. 32, 2019.

[17] L. Lyu, H. Yu, X. Ma, L. Sun, J. Zhao, Q. Yang, and P. S.
Yu, “Privacy and robustness in federated learning: Attacks and
defenses,” CoRR, vol. abs/2012.06337, 2020. [Online]. Available:
https://arxiv.org/abs/2012.06337

[18] D. C. Nguyen, M. Ding, P. N. Pathirana, A. Seneviratne, J. Li, and
H. Vincent Poor, “Federated learning for internet of things: A com-
prehensive survey,” IEEE Communications Surveys Tutorials, vol. 23,
no. 3, pp. 1622–1658, 2021.

[19] T. Zhang, L. Gao, C. He, M. Zhang, B. Krishnamachari, and A. S.
Avestimehr, “Federated learning for the internet of things: applications,
challenges, and opportunities,” IEEE Internet of Things Magazine,
vol. 5, no. 1, pp. 24–29, 2022.

[20] E. M. Campos, P. F. Saura, A. González-Vidal, J. L. Hernández-
Ramos, J. B. Bernabé, G. Baldini, and A. Skarmeta, “Evaluating
federated learning for intrusion detection in internet of things: Review
and challenges,” Computer Networks, vol. 203, p. 108661, 2022.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/
S1389128621005405

[21] Z. Du, C. Wu, T. Yoshinaga, K.-L. A. Yau, Y. Ji, and J. Li, “Federated
learning for vehicular internet of things: Recent advances and open
issues,” IEEE Open Journal of the Computer Society, vol. 1, pp. 45–
61, 2020.

[22] D. C. Nguyen, M. Ding, P. N. Pathirana, A. Seneviratne, J. Li,
D. Niyato, and H. V. Poor, “Federated learning for industrial internet

https://www.sciencedirect.com/science/article/pii/S0925231222001345
https://uwe-repository.worktribe.com/output/12895988
https://uwe-repository.worktribe.com/output/12895988
https://arxiv.org/abs/2012.06337
https://www.sciencedirect.com/science/article/pii/S1389128621005405
https://www.sciencedirect.com/science/article/pii/S1389128621005405


30

of things in future industries,” IEEE Wireless Communications, vol. 28,
no. 6, pp. 192–199, 2021.

[23] L. U. Khan, W. Saad, Z. Han, E. Hossain, and C. S. Hong, “Federated
learning for internet of things: Recent advances, taxonomy, and open
challenges,” IEEE Communications Surveys Tutorials, vol. 23, no. 3,
pp. 1759–1799, 2021.

[24] S. I. Al-Sharekh and K. H. A. Al-Shqeerat, “An overview of privacy
issues in iot environments,” in 2019 International Conference on
Advances in the Emerging Computing Technologies (AECT), 2020, pp.
1–6.

[25] M. R. Asghar, G. Dán, D. Miorandi, and I. Chlamtac, “Smart meter data
privacy: A survey,” IEEE Communications Surveys Tutorials, vol. 19,
no. 4, pp. 2820–2835, 2017.

[26] S.-C. Cha, T.-Y. Hsu, Y. Xiang, and K.-H. Yeh, “Privacy enhancing
technologies in the internet of things: Perspectives and challenges,”
IEEE Internet of Things Journal, vol. 6, no. 2, pp. 2159–2187, 2019.

[27] S. Imtiaz, R. Sadre, and V. Vlassov, “On the case of privacy in the iot
ecosystem: A survey,” in 2019 International Conference on Internet
of Things (iThings) and IEEE Green Computing and Communications
(GreenCom) and IEEE Cyber, Physical and Social Computing (CP-
SCom) and IEEE Smart Data (SmartData), 2019, pp. 1015–1024.

[28] Z. Yu, Z. Kaplan, Q. Yan, and N. Zhang, “Security and privacy in
the emerging cyber-physical world: A survey,” IEEE Communications
Surveys Tutorials, vol. 23, no. 3, pp. 1879–1919, 2021.

[29] M. Asad, A. Moustafa, and C. Yu, “A critical evaluation of privacy and
security threats in federated learning,” Sensors, vol. 20, no. 24, 2020.
[Online]. Available: https://www.mdpi.com/1424-8220/20/24/7182

[30] A. Blanco-Justicia, J. Domingo-Ferrer, S. Martı́nez, D. Sánchez,
A. Flanagan, and K. E. Tan, “Achieving security and privacy in
federated learning systems: Survey, research challenges and future
directions,” 2020.

[31] V. Mothukuri, R. M. Parizi, S. Pouriyeh, Y. Huang, A. Dehghantanha,
and G. Srivastava, “A survey on security and privacy of federated
learning,” Future Generation Computer Systems, vol. 115, pp. 619–
640, 2021. [Online]. Available: https://www.sciencedirect.com/science/
article/pii/S0167739X20329848

[32] X. Yin, Y. Zhu, and J. Hu, “A comprehensive survey of privacy-
preserving federated learning: A taxonomy, review, and future
directions,” ACM Comput. Surv., vol. 54, no. 6, jul 2021. [Online].
Available: https://doi.org/10.1145/3460427

[33] Z. Li, V. Sharma, and S. P. Mohanty, “Preserving data privacy via fed-
erated learning: Challenges and solutions,” IEEE Consumer Electronics
Magazine, vol. 9, no. 3, pp. 8–16, 2020.

[34] N. Truong, K. Sun, S. Wang, F. Guitton, and Y. Guo, “Privacy
preservation in federated learning: An insightful survey from the gdpr
perspective,” Computers and Security, vol. 110, p. 102402, 2021.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/
S0167404821002261

[35] N. Rodrı́guez-Barroso, D. J. López, M. V. Luzón, F. Herrera, and
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