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Abstract This study explores how signaling and per-
ceiving jointly influence crowd investors’ decision-mak-
ing. We utilize five machine learning models to assess 
the predictive power of various information types on 
crowdfunding success. Our findings indicate that inves-
tors prioritize well-structured quantitative data over com-
plex qualitative content. Processing quantitative infor-
mation is also found to be less cognitively taxing than 
extracting useful information from qualitative text and 
images. Entrepreneurs’ signaling and investors’ process-
ing jointly reduce information asymmetry in crowdfund-
ing, highlighting the critical yet often-overlooked role 
of investors’ information processing. Additionally, we 
test the policy effect of the ‘2016 Interim Measures on 
Online Lending’ on crowdfunding success by comparing 
the predictive accuracy of information during the thriv-
ing and constraining periods of crowdfunding develop-
ment in China. Our results have significant implications 
for policymakers that crowdfunding fosters economic 
growth by connecting entrepreneurs and investors and 

should not be halted due to risks, especially during peri-
ods of financial constraints.

Plain English Summary This study examines 
how the information shared by entrepreneurs and 
processed by investors impacts crowdfunding suc-
cess. Using five machine learning models, we 
find that investors prioritize clear, well-structured 
quantitative data, as it is easier to process than 
text or images. Presenting information in a way 
that reduces cognitive effort helps bridge the gap 
between entrepreneurs and investors. We also ana-
lyze the impact of China’s ‘2016 Interim Measures 
on Online Lending,’ finding that while regula-
tions stabilize crowdfunding, shutting platforms 
down harms economic growth, particularly dur-
ing financial instability. The principal implication 
of this study is that policymakers should regulate 
crowdfunding to address risks without stifling 
its potential. Crowdfunding platforms provide 
essential funding opportunities for small business 
entrepreneurs, especially in constrained financial 
environments.
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1 Introduction

Startups often struggle to secure financing from tra-
ditional banks due to their early-stage and uncer-
tain nature. For decades, Silicon Valley Bank (SVB) 
played a pivotal role in bridging this funding gap, 
supporting nearly half of all the U.S. venture-backed 
firms and significantly contributing to the growth of 
the technology industry both domestically and inter-
nationally. The sudden collapse of SVB has left a 
considerable void in startup financing, raising con-
cerns among founders and investors about the sur-
vival of high-potential startups in an already con-
strained funding environment. In this context, equity 
crowdfunding,1 has emerged as an alternative source 
of capital, enabling unlisted startups to raise funds 
from a broader base of investors (Cumming et  al., 
2019b; De Crescenzo et al., 2020; Wang et al., 2019). 
However, a critical challenge in crowdfunding invest-
ment lies in the high-noise operating environment, 
where entrepreneurs often present a bundle of diverse 
signals to attract potential backers (Courtney et  al., 
2017; Plummer et al., 2016). This practice can over-
whelm investors, particularly those with less experi-
ence compared to venture capitalists and angel inves-
tors (Colombo et al., 2019; Steigenberger & Wilhelm, 
2018; Vismara, 2019).

Our research addresses the question: How do sign-
aling strategies and investor perception interact to 
influence crowdfunding success in such a high-noise 
environment? This study adopts a unique approach by 
integrating cognitive signaling theory with machine 
learning models to explore both the signaling behav-
ior of entrepreneurs and the cognitive processing of 
crowd investors. While signaling theory has tradition-
ally focused on how entrepreneurs reduce information 

asymmetry by signaling project quality, it has largely 
neglected the perspective of signal receivers—
crowd investors—who are tasked with interpreting 
and making sense of multiple, often conflicting sig-
nals (Drover et al., 2018). Our study fills this gap by 
examining how different types of information are pro-
cessed by investors and how this affects their invest-
ment decisions.

Innovatively, we employ machine learning models 
to simulate investors’ cognitive processing modes. 
Previous research has shown that human decision-
making can be emulated using computational mod-
els that replicate heuristic and systematic process-
ing. We propose that well-structured quantitative 
information can be effectively processed through a 
decision tree (DT) approach, which relies on domain 
knowledge and requires less cognitive effort (Sugu-
maran & Ramachandran, 2007; Tran et al., 2009). In 
contrast, complex and ambiguous qualitative infor-
mation, such as narrative texts and images, demands 
more sophisticated cognitive abilities, which can be 
modeled using a backpropagation neural network 
(BP-NN) that mimics the human brain’s neural sys-
tem (Bayoudh et al., 2022; Brown et al., 1993; Cur-
ram & Mingers, 1994). By manipulating the cogni-
tive efforts of crowdfunding investors using DT and 
BP-NN models, we explore how investors process 
and respond to various signals, contributing to a 
more nuanced understanding of decision-making in 
crowdfunding.

Our methodological framework is inspired by the 
transformative opportunities that machine learning 
brings to digital finance. By integrating advanced 
computational techniques, sophisticated algorithms, 
and extensive data resources, ML delivers highly 
accurate, data-driven insights that significantly 
enhance and refine investment decision-making pro-
cesses. For instance, Meoli and Vismara (2022) high-
light ML’s predictive accuracy in forecasting ICO 
success by analyzing structured data like financial 
metrics and unstructured inputs such as social media 
sentiment, uncovering trends that reduce uncertainty 
in the volatile cryptocurrency market. Additionally, 
ML techniques demonstrate the potential to emulate 
key aspects of human decision-making, encompass-
ing both subconscious and conscious processes. Sub-
conscious decision-making, characterized by swift 
and intuitive evaluations, parallels ML’s ability to 
rapidly analyze extensive datasets and detect subtle 

1 Equity crowdfunding refers to a financing mode based on 
internet channels in which a company transfers a certain per-
centage of its shares to ordinary investors, who can obtain 
future profits by investing in the company. Other than equity 
crowdfunding, there are three other categories for crowdfund-
ing: in reward crowdfunding, crowd investors donate to a pro-
ject or business with the expectation of receiving a non-finan-
cial reward in return, such as goods or services at a later stage; 
in lending crowdfunding, crowd investors receive interest on 
their investment; in donation crowdfunding, crowd investors 
receive no reward in exchange for their contributions but rather 
gain the personal satisfaction of supporting a project that they 
consider meaningful and worthy (Cappa et al., 2020).
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patterns (LeCun et al., 2015; Mullainathan & Spiess, 
2017). For instance, ML can process unstructured 
data, such as social media sentiment or behavioral 
trends, to generate insights akin to human intuition. 
Similarly, conscious reasoning, involving deliberate 
and analytical thought, is mirrored by advanced ML 
algorithms designed for logical problem-solving and 
optimization (LeCun et  al., 2015; Tenenbaum et  al., 
2011).

Another key aspect of our research is the impact 
of regulatory reforms on crowdfunding, with a par-
ticular focus on the Chinese market, which offers 
a unique setting to examine the effects of policy 
changes in an emerging economy. In many develop-
ing regions, rapid growth of crowdfunding platforms, 
coupled with weak regulatory frameworks, has led 
to significant risks for investors, entrepreneurs, and 
regulators, particularly around illegal fundraising 
(Huang et al., 2018). China, with its early light-touch 
regulation, saw a surge in fraudulent activities, cul-
minating in high-profile cases like the Ezubao scan-
dal, one of China’s largest peer-to-peer lending plat-
form,2 which defrauded investors of RMB 50 billion 
($8 billion). This crisis prompted the introduction 
of the “2016 Interim Measures on Online Lend-
ing” (hereafter referred to as the Interim Measures), 
which imposed stricter information disclosure and 
due diligence requirements, transforming the regula-
tory landscape. Studying China’s experience provides 
valuable insights into how regulatory interventions 
can enhance transparency and credibility in high-risk 
markets, offering lessons that can be generalized to 
other emerging economies where digital finance out-
paces regulatory oversight.

We collect a unique dataset comprising 144 pro-
jects from August 2014 to January 2019 on Dream-
move, a prominent equity crowdfunding platform in 
China. Our study reveals that crowd investors exhibit 
a clear preference for well-structured and easily inter-
pretable quantitative information over more complex 
qualitative signals. Moreover, we find that the cogni-
tive effort required to process quantitative numerical 
data is lower than that needed to interpret qualita-
tive texts and images, suggesting that the complexity 

of the information significantly influences the level 
of analytical effort required. Effective signaling by 
entrepreneurs and efficient information processing 
by investors are both critical in reducing informa-
tion asymmetry in crowdfunding. We further find that 
the introduction of the 2016 Interim Measures has 
mitigated the impact of excessive noise in qualita-
tive signals that could distract crowd investors. This 
regulatory intervention has created a more structured 
environment, allowing investors to focus on explicit, 
well-organized quantitative information, thereby sup-
porting more informed decision-making.

Our research makes several key contributions. 
First, we assess the impact of synergy and conflict 
within a signal portfolio on decision-making in equity 
crowdfunding. While signals interact to capture 
investor attention, this interaction remains underex-
plored (Bapna, 2019; Kleinert & Vismara, 2023). Our 
findings reveal that conflicting signals often reduce 
decision accuracy through a “cancel out” effect, 
emphasizing the need for clarity and consistency in 
signaling. Entrepreneurs and platforms should con-
sider separating signals for independent evaluation 
to improve decision-making (Steigenberger & Wil-
helm, 2018). Second, we extend signaling theory 
by introducing two cognitive dimensions: heuristic 
vs. systematic processing and holistic vs. segmental 
processing. Heuristic processing is fast and intuitive, 
ideal for managing information overload (Gigerenzer 
& Gaissmaier, 2011), while systematic processing 
requires deeper, more deliberate analysis, essential 
for complex signals (Chaiken & Ledgerwood, 2012). 
Holistic processing integrates signals into a unified 
assessment, whereas segmental processing breaks 
them down into categories (Laureiro-Martínez & 
Brusoni, 2018). Our framework highlights how the 
balance between these dimensions influences deci-
sion-making effectiveness, which varies depending 
on the context and type of information (Hoegen et al., 
2018; Vismara, 2018). Third, our use of machine 
learning to model cognitive processes in signal inter-
pretation opens new methodological possibilities. 
Unlike traditional research that relies on experiments, 
which may be limited by participant differences and 
contextual variability (Klein et  al., 2018; Schnei-
der & Harknett, 2019), machine learning provides a 
scalable and data-driven framework for analyzing 
how people process information and make decisions. 
Decision trees (DT) and backpropagation neural 

2 The peer-to-peer (P2P) online lending is regarded as loan-
based crowdfunding, different from investment-based crowd-
funding (Huang, 2018).
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networks (BP-NN) replicate heuristic and systematic 
processing, respectively, offering a nuanced approach 
to understanding investor behavior in complex deci-
sion-making environments. Finally, we explore the 
impact of regulatory reforms on signal effectiveness 
in equity crowdfunding, offering a novel exploration 
of regulatory effects in transitional economies. The 
2016 Interim Measures, while primarily targeting 
peer-to-peer lending, have improved signal quality 
in equity crowdfunding by enforcing due diligence, 
disclosures, and risk management (Ding et al., 2021; 
Wang et  al., 2019). Our findings indicate that these 
regulations enhanced signal credibility and inves-
tor decision-making, underscoring the critical role 
of regulatory oversight in promoting market stability 
and growth (Huang, 2018).

This paper is organized as follows. Section 2 dis-
cusses the theoretical framework. Section  3 reviews 
the related literature and develops our hypothesis. 
Section 4 describes the methodology. Section 5 intro-
duces the sample and measurements of input and 
output variables. Section 6 presents and analyzes the 
main results. Section  7 discusses various robustness 
tests, and Section 8 concludes.

2  Theoretical framework

2.1  Signaling theory in entrepreneurial finance

Signaling theory addresses information asymmetry in 
uncertain markets by enabling high-quality ventures 
to distinguish themselves through credible signals. 
These signals create a separating equilibrium, where 
only ventures with superior attributes can afford to 
emit costly signals, thereby reducing information 
asymmetry and aiding stakeholders in making more 
informed investment decisions (Bergh et  al., 2014; 
Spence, 1973). This is particularly relevant in entre-
preneurial finance, where new ventures often struggle 
to convey their true quality to potential investors due 
to limited track records and visibility (Plummer et al., 
2016; Reuer et  al., 2012). Early-stage ventures rely 
on various signaling mechanisms, such as securing 
patents, endorsements from reputable partners, the 
acquisition of patents, or the founders’ previous suc-
cesses, to effectively communicate their value, reduce 
perceived risks, and attract the necessary resources 
for growth (Ahlers et al., 2015; Busenitz et al., 2005; 

Colombo et al., 2019; Piva & Rossi-Lamastra, 2018). 
These signals act as credible indicators of a venture’s 
quality, significantly increasing the likelihood of 
securing investment and enhancing long-term success 
prospects.

The literature in entrepreneurial finance catego-
rizes signals into costly and costless, entrepreneurial 
and project-related, and value versus commitment 
signals. Costly signals, such as securing patents, 
retaining equity, or forming strategic partnerships, 
are more credible due to their substantial resource 
requirements, making them challenging for lower-
quality ventures to replicate (Ahlers et al., 2015; Vis-
mara, 2016). Costless signals, though easier to pro-
duce and generally less credible, can still influence 
perceptions by reflecting the entrepreneur’s vision 
and strategic intent (Di Pietro et al., 2023; Kleinert & 
Volkmann, 2019).

Entrepreneurial signals, like the founder’s track 
record and industry reputation, are crucial for assess-
ing leadership competence and reliability, which 
are important for investors evaluating the ability to 
navigate challenges (Busenitz et  al., 2005). Project-
related signals, such as product certifications, cus-
tomer endorsements, or working prototypes, provide 
tangible evidence of a venture’s operational viability, 
addressing concerns about technical feasibility and 
market readiness (Butticè et al., 2022).

Value signals, such as detailed financial projec-
tions, market analysis, and business plans, highlight 
a venture’s intrinsic worth through detailed financial 
projections, market analysis, and business plans that 
showcase potential for profitability and growth (Cum-
ming et  al., 2015). Commitment signals, such as 
equity retention by founders or the formation of long-
term strategic partnerships, demonstrate the found-
ers’ dedication to the venture’s success, aligning their 
interests with those of potential investors (Vismara, 
2016).

Despite these useful categories, they do not fully 
account for the dynamic interplay between signals 
or the varied interpretations by different stakehold-
ers. The potential synergy, complementarity, or 
conflict among signals can significantly influence 
their overall impact, yet this aspect remains under-
explored (Bapna, 2019; Busenitz et  al., 2005; Piva 
& Rossi-Lamastra, 2018). Additionally, the cogni-
tive processing of signal receivers plays a crucial 
role in determining how signals are interpreted and 
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how effectively information is transmitted. Under-
standing these differences is essential for tailoring 
signals to meet the specific expectations and priori-
ties of various investors.

2.2  A cognitive perspective on signaling theory

While selective attention has been acknowledged 
as a key mechanism for managing information 
overload, the deeper cognitive processes involved 
in interpreting and integrating these signals into 
final investment decisions remain underexplored 
(Drover et  al., 2018). Traditional signaling theory 
assumes homogeneous interpretations of signals 
by investors, overlooking the potential for diverse 
perceptions. Drover et al. (2018) addresses this gap 
by introducing cognitive signaling theory, which 
incorporates a dual-system model of cognitive pro-
cessing. This model differentiates between heu-
ristic processing, which is low-effort, automatic, 
and intuitive, and systematic processing, which is 
more deliberate, analytical, and resource-intensive 
(Evans, 2006, 2008, 2010).

Dane and Pratt (2007) suggest that heuristic and 
systematic processing often operate together dur-
ing decision-making. Individuals may initially rely 
on heuristic processing but engage in systematic 
processing when detailed analysis is needed. Grif-
fin et al. (2004), Chen et al. (1999), and Ferran and 
Watts (2008) support this, noting that decision-mak-
ers switch to systematic processing when heuristic 
processing does not yield sufficient confidence. The 
choice of processing method depends on various 
factors, including the investor’s capabilities, motiva-
tions, and the nature of the signals. Todd and Gig-
erenzer (2012) argue that individuals with limited 
knowledge or experience are more likely to rely on 
heuristics for simplified decision-making. Simi-
larly, Edelman et al. (2021) find that business angels 
tend to use heuristics when time constraints demand 
swift decisions. Signal complexity also plays a criti-
cal role. Tversky and Kahneman (1974) suggest that 
complex or uncertain signals encourage heuristic 
processing as a way to manage information over-
load, though this may come at the cost of accuracy. 
Conversely, Vergne et  al. (2018) highlight that true 
complexity pushes investors toward more systematic, 
analytical processing.

2.2.1  Heuristic vs. systematic processing

In crowdfunding, ventures often present multiple 
signals simultaneously to attract a broad range of 
investors (Plummer et  al., 2016; Steigenberger & 
Wilhelm, 2018). Investors typically process this 
bundled information holistically, using heuristic 
approaches for quick decision-making (Tversky & 
Kahneman, 1974). This strategy allows investors 
to make rapid judgments by simplifying complex 
information. However, when signals are diverse and 
complex, they may overwhelm the cognitive capac-
ity for fast, intuitive judgments, requiring more sys-
tematic, deliberate processing (Laureiro-Martínez 
& Brusoni, 2018).

The question of whether heuristic or systematic 
processing leads to superior decisions in crowdfund-
ing remains underexplored (Hoegen et al., 2018; Vis-
mara, 2018). Although heuristics can lead to errors, as 
suggested by Tversky and Kahneman (1974), the con-
cept of “ecological rationality” posits that heuristics 
can yield better decisions in uncertain environments 
(Todd & Gigerenzer, 2012). Heuristics are especially 
effective under time pressure and information over-
load, which are common in crowdfunding (Hoegen 
et  al., 2018; Mollick, 2014). Systematic processing, 
on the other hand, involves detailed analysis of pro-
ject signals, leading to more stable investment deci-
sions (Allison et al., 2017; Bi et al., 2017). While it 
can provide a more comprehensive evaluation, it may 
also lead to information overload or decision paraly-
sis, common in crowdfunding platforms (Eppler & 
Mengis, 2004; Klein, 2015). Drover et al. (2018) sug-
gests that ambiguous signals prompt systematic pro-
cessing, while clearer signals may encourage heuris-
tic processing, allowing for quicker decisions.

Thus, the effectiveness of heuristic versus sys-
tematic processing in crowdfunding is context-
dependent, shaped by signal clarity, complexity, and 
the decision-maker’s expertise (Drover et  al., 2018). 
Heuristic processing is fast and efficient, but may 
overlook critical details, whereas systematic process-
ing is more thorough but time-consuming, poten-
tially leading to decision delays. The choice between 
these approaches requires a balance between speed 
and accuracy, depending on the specific context and 
investor expertise (Chaiken & Ledgerwood, 2012; 
Gigerenzer & Gaissmaier, 2011; Hoegen et al., 2018; 
Vismara, 2018).
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2.2.2  Segmental vs. holistic processing

Beyond cognitive depth (heuristic vs. systematic), 
we must also consider the scope of information pro-
cessing (segmental vs. holistic). These two dimen-
sions together help identify the cognitive strategies 
best suited to navigating the information landscape of 
equity crowdfunding. Segmental processing focuses 
on analyzing individual signals in isolation, which 
can help allocate cognitive resources more efficiently, 
improve venture quality assessments, and reduce 
biases (Kahneman & Tversky, 2013; Payne et  al., 
1988). This approach is effective for complex deci-
sions, allowing investors to examine both quantitative 
and qualitative factors separately for more balanced 
judgments (Franke et al., 2008; Slovic, 1972).

On the other hand, holistic processing—view-
ing all signals together—can lead to faster, auto-
matic judgments and align with bounded rationality 
and cognitive shortcuts in complex decision-making 
(Gigerenzer & Gaissmaier, 2011; Simon, 1990). In 
high-noise environments like crowdfunding, holistic 
processing helps investors rapidly integrate diverse 
signals, reducing information asymmetry, and boost-
ing decision efficiency (Kahneman, 2011; Steigen-
berger & Wilhelm, 2018). However, Laureiro-Mar-
tínez and Brusoni (2018) argue that the complexity 
of these signals can overwhelm investors’ capacity for 
fast, intuitive judgments, making systematic analysis 
necessary for more accurate evaluations.

Although both segmental and holistic processing 
have their merits, in equity crowdfunding, the bal-
ance often leans toward holistic-heuristic process-
ing. Given the high volume of information and lim-
ited time for in-depth analysis, holistic processing 
allows investors to synthesize diverse signals more 
efficiently and make quicker decisions (Correia et al., 
2024). This method also helps investors assess more 
opportunities and build diversified portfolios, ulti-
mately enhancing their decision-making effectiveness 
(Barber & Odean, 2008).

3  Literature review and hypothesis development

3.1  Signaling in crowdfunding

Crowdfunding, particularly equity crowdfund-
ing (ECF), has become a vital component of 

entrepreneurial finance, enabling ventures to raise 
capital from small-scale private investors through 
digital platforms (Butticè & Vismara, 2022). Char-
acterized by high information asymmetry and uncer-
tainty, ECF presents a challenging environment for 
both ventures and investors (Ahlers et al., 2015; Vis-
mara, 2016). In this high-noise setting, early-stage 
ventures must strategically deploy signal portfolios to 
capture investor attention and convey quality (Court-
ney et  al., 2017; Plummer et  al., 2016). However, 
investors, overwhelmed by information, often rely on 
selective attention mechanisms, focusing on signals 
they perceive as most relevant and credible (Butticè 
et al., 2022).

3.1.1  Quantitative signals

Quantitative signals, such as financial projections, 
accounting ratios, and market analysis, because they 
provide concrete, measurable data directly tied to 
a crowdfunding project’s potential profitability and 
growth. These signals are essential as they offer a fac-
tual basis for evaluating a project’s financial health, 
allowing investors to make informed decisions with 
greater confidence. By reducing uncertainty, these 
quantitative signals play a crucial role in attracting 
investor attention, as they enable objective analy-
sis and comparison across different projects (Ahlers 
et al., 2015; Cohen et al., 2020).

In addition, equity retention and strategic partner-
ships, often viewed as high-credibility signals, also 
draw significant attention from investors. These sig-
nals are particularly powerful because they provide 
tangible evidence of a project’s reliability and com-
mitment to long-term success. For instance, the per-
centage of equity retained by founders or the terms 
of strategic partnerships can be quantified, offering 
clear, measurable indicators of the venture’s stability 
and the founders’ vested interest in its success (Vis-
mara, 2016). These quantifiable elements make high-
credibility signals more persuasive and easier for 
investors to evaluate, further enhancing their appeal.

A founder’s track record and industry reputation, 
considered contextually relevant signals, are equally 
crucial for investors who value leadership quality and 
strategic alignment (Busenitz et al., 2005; Chen et al., 
2009). Presented in quantifiable formats, such as the 
number of successful ventures previously led by the 
founder, years of experience in the industry, or the 
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market share held by the venture, these signals provide 
concrete evidence of the leadership’s competence and 
execution potential, which is particularly important 
for investors seeking to assess the team’s capability to 
navigate challenges and drive growth (Bapna, 2019). 
In contrast to qualitative narratives, which are open to 
interpretation, quantitative data offers a clear, objective 
basis for evaluating a venture, thereby enhancing its 
appeal to investors.

3.1.2  Qualitative signals

Qualitative signals, including narrative texts and visual 
images, present a more complex picture. Narratives, 
such as descriptions of a firm’s business activities or 
the founder’s vision, often convey intricate informa-
tion that requires sophisticated interpretation (Bapna, 
2019; Monin et  al., 2013). These narratives can be 
embellished or overly optimistic, adding to their ambi-
guity (Asay et al., 2018). This complexity may require 
investors to engage in more systematic cognitive pro-
cessing (Franzoni & Tenca, 2023; Laureiro-Martínez 
& Brusoni, 2018). Meanwhile, visual content, such as 
leadership images, can engage investors emotionally 
by leveraging the “beauty premium,” where physical 
attractiveness influences perceptions of trustworthi-
ness, reliability, and authenticity (Colombo et al., 2022; 
Cook & Mobbs, 2022). These qualitative signals, while 
less concrete, can complement quantitative elements by 
drawing attention to a venture’s strengths and engaging 
investors on an emotional and strategic level (Steigen-
berger & Wilhelm, 2018). When combined with quanti-
tative data, qualitative signals can frame the investment 
proposition within a compelling narrative, making 
the project more attractive (Bafera & Kleinert, 2023; 
Bapna, 2019). Given the strengths and weaknesses of 
both quantitative and qualitative signals, we propose 
the following hypothesis:

Hypothesis 1a: Investors tend to prioritize quanti-
tative signals over qualitative ones, making quan-
titative signals more effective in predicting cam-
paign success.

3.1.3  Signal bundle

However, the interaction between qualitative and 
quantitative signals can sometimes create tension. 

For example, overly optimistic narratives that lack 
solid quantitative backing may generate skepticism 
among data-driven investors. As Kleinert and Volk-
mann (2019) note, qualitative signals gain credibility 
when supported by substantial quantitative evidence. 
Maintaining a balance between these two types of 
signals is essential; overreliance on either may fail to 
comprehensively capture investor interest or inspire 
confidence. The success of a signal portfolio depends 
on how well the qualitative narrative aligns with the 
quantitative data, addressing investors’ diverse con-
cerns and motivations.

Our study is the first to explore whether the syn-
ergy between qualitative and quantitative signals 
enhances crowdfunding success or whether a dis-
connect between these signals weakens their impact. 
Entrepreneurs who craft signal portfolios where qual-
itative and quantitative signals reinforce each other 
present a cohesive, persuasive case that resonates 
with investors, reducing information asymmetry and 
boosting confidence. Conversely, a mismatch between 
these signals can undermine credibility and reduce 
the overall effectiveness of the portfolio.

Hypothesis 1b: The predictive accuracy of a signal 
portfolio depends on the interplay between quanti-
tative and qualitative signals, with synergy enhanc-
ing campaign success and conflicts diminishing its 
effectiveness.

3.2  Cognitive processing in crowdfunding

Building on our previous signal classification, we 
examine two signal categories: quantitative and quali-
tative (narrative texts and visual images). We argue 
that investors apply different cognitive processing 
depending on the context. This tailored approach ena-
bles investors to more effectively assess each signal’s 
contribution and risk, leading to more accurate pre-
dictions of campaign success.

3.2.1  Quantitative signals

We posit that measurable signals, particularly quan-
titative data, offer greater clarity due to their ground-
ing in concrete numbers and alignment with widely 
understood concepts such as credibility and leader-
ship quality (Bapna, 2019; Vismara, 2016). These 
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signals often conform to established heuristics, facili-
tating intuitive, rule-based decision-making (Giger-
enzer & Gaissmaier, 2011). By enabling straightfor-
ward comparisons against benchmarks, quantitative 
data reduces cognitive load and minimizes subjective 
interpretation, making it a reliable tool for decision-
making (Shah & Oppenheimer, 2008).

However, when investors lack the expertise to 
interpret technical data, such as financial projections, 
the objectivity of these numbers can be compro-
mised, leading to misinterpretation or oversimplifi-
cation (Drover et al., 2018; Kahneman, 2011). In our 
study, the quantitative data primarily focus on cred-
ibility, commitment, and leadership quality, which 
are aligned with common-sense principles rather than 
requiring specialized knowledge. As a result, these 
signals are more likely to trigger intuitive responses 
with less analytical effort, improving campaign suc-
cess predictions.

Hypothesis 2a: Quantitative (numerical) signals 
trigger intuitive responses via mental shortcuts, 
leading to more accurate predictions of campaign 
success than systematic analysis, provided inves-
tors have a sufficient knowledge base.

3.2.2  Qualitative signals

The analysis of narratives requires investors to learn 
and reflect in order to absorb multiple features, under-
stand the sequence of events, and grasp the underly-
ing relationships and meanings. This process involves 
reflecting on both chronological and non-chronologi-
cal aspects, as well as dealing with ambiguity (Fran-
zoni & Tenca, 2023; Mishler, 1995). Such in-depth 
analysis can lead to a deeper understanding of the 
investment opportunity and potentially more accurate 
predictions of campaign success.

However, excessive complexity in narratives 
can sometimes overwhelm investors, leading to an 
“underproduction” of interpretations (Hirshleifer 
& Teoh, 2003; Kahneman, 2011). In crowdfunding, 
this concern is mitigated as entrepreneurs often avoid 
overly complex narratives due to platform constraints 
and the need to engage a diverse investor base with 
simpler, more accessible content (Courtney et  al., 
2017; Kunz et al., 2017; Mollick, 2014). Thus, while 
narratives demand more cognitive effort, they can still 

contribute to accurate decision-making when appro-
priately designed.

Processing visual signals, particularly images, 
typically engages more intuitive and automatic cog-
nitive mechanisms, tapping into deeply ingrained 
neural frameworks related to facial recognition and 
visual perception (Kanwisher & Yovel, 2006; Tsao 
& Livingstone, 2008). This allows the brain to pro-
cess visual information rapidly, often bypassing more 
deliberate cognitive processes (Evans, 2008; Kahne-
man, 2011). However, the beauty premium is more 
complex than straightforward quantitative data due 
to its reliance on cognitive biases (Tversky & Kahne-
man, 1974), the variability of visual cues (Laureiro-
Martínez & Brusoni, 2018), and contextual influences 
(Steigenberger & Wilhelm, 2018), making it harder to 
define and standardize.

The complexity of interpreting visual cues 
increases when investors focus on microfacial expres-
sions, which can be subtle and ambiguous. These 
expressions may reveal underlying emotions or inten-
tions that are not immediately apparent, prompt-
ing more detailed and analytical scrutiny (Yan et al., 
2013; Zhi et al., 2021). Even when investors are aware 
of the beauty premium and try to look beyond super-
ficial attributes, interpreting facial cues still demands 
higher cognitive effort to assess the founder’s true 
emotions or intentions. Thus, while visual content 
can be processed quickly and intuitively, it also has 
the potential to require deeper analysis when investors 
seek to uncover less obvious signals.

Hypothesis 2b: Qualitative signals, such as narra-
tive texts and visual images, with their complex-
ity and ambiguity, are more accurately processed 
through systematic analysis, leading to better pre-
dictions of campaign success.

3.2.3  Signal bundle

In high-noise crowdfunding environments, investors 
must often process a diverse array of signals under 
time constraints and limited cognitive resources (Cor-
reia et al., 2024). Holistic processing allows investors 
to synthesize multiple signals into a coherent impres-
sion, enhancing decision-making efficiency (Giger-
enzer & Gaissmaier, 2011). This approach reduces 
information asymmetry by enabling investors to 
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quickly integrate signals, improving campaign suc-
cess predictions (Ahlers et  al., 2015). By lowering 
cognitive load, holistic-heuristic processing allows 
investors to evaluate more opportunities and build 
more diversified portfolios, improving overall invest-
ment outcomes (Barber & Odean, 2008).

However, holistic processing can increase cogni-
tive load when integrating diverse signals like quanti-
tative and qualitative data (Chandler & Sweller, 1991; 
Paas et al., 2003), as task-switching between different 
information types is mentally taxing (Braver et  al., 
2003; Monsell, 2003). This challenges the notion that 
limited attention always favors holistic processing. In 
contrast, segmental processing proves more effective 
in complex decisions by allowing focused analysis of 
each signal type (Shanteau, 1992). It optimizes cogni-
tive resources, reduces biases (Kahneman & Tversky, 
2013), and leads to more accurate investment deci-
sions through thorough evaluation of both quantita-
tive and qualitative data (Franke et al., 2008; Slovic, 
1972).

Hypothesis 2c: In high-noise crowdfunding envi-
ronments, holistic processing of signal bundles 
triggers intuitive, automatic responses, leading to 
quicker decision-making and more efficient predic-
tions of campaign success compared to systematic 
processing.

3.3  Regulatory and environment uncertainties

Regulation plays a critical role in shaping the deci-
sion-making environment in equity crowdfunding 
by reducing information asymmetry and enhancing 
signal credibility. As the signaling environment rap-
idly evolves due to digitalization and external shocks, 
regulations help stabilize the investment landscape, 
enabling investors to adapt their strategies more effec-
tively (Huang et  al., 2022). Well-designed regula-
tory frameworks mitigate the high-noise environment 
typical of crowdfunding platforms (Mahmood et  al., 
2019) by standardizing information disclosure and 
enhancing transparency (Ahlers et al., 2015; Vismara, 
2018). This standardization facilitates more efficient 
comparisons of investment opportunities (Rossi et al., 
2021).

The introduction of the “Interim Measures for the 
Administration of the Business Activities of Online 

Lending Information Intermediary Institutions” in 
2016 by the Chinese government illustrates how regu-
lation can significantly impact equity crowdfunding. 
Although primarily targeting online lending, these 
measures also influenced equity crowdfunding by 
establishing a comprehensive regulatory framework. 
The Interim Measures addressed the rapid growth 
and risks in the online finance sector by setting guide-
lines on platform operations, permissible activities, 
and responsibilities (Ding et al., 2021; Huang, 2018). 
For equity crowdfunding, these regulations enhanced 
transparency and investor protection by mandating 
due diligence, financial disclosure, and robust risk 
management practices, thereby indirectly shaping the 
sector (Wang et al., 2019). This regulatory framework 
improved signal credibility, aligning with signaling 
theory by reducing information asymmetry between 
entrepreneurs and investors (Ahlers et al., 2015; Vis-
mara, 2018).

In China’s emerging equity crowdfunding market, 
these regulatory improvements are crucial in address-
ing challenges similar to those seen in the P2P lend-
ing crisis, such as poor project quality and inadequate 
oversight. The regulations help reduce market noise 
by enforcing stricter information disclosure, provid-
ing more reliable and transparent data for investors. 
This enhances the predictive accuracy of crowdfund-
ing success, allowing for better assessment of pro-
ject attributes, financial metrics, and entrepreneurial 
expertise. The outcome is more precise risk assess-
ments, increased investor confidence, and a more effi-
cient and effective equity crowdfunding environment 
in China.

Hypothesis 3: Following the implementation of the 
Interim Measures, the reduction in environmental 
noise led to improved information quality, thereby 
enhancing the effectiveness of predicting campaign 
success compared to the pre-regulation period.

4  Methodology

Drover et  al. (2018) call for empirical investigations 
into the dual-system processing model within signal-
ing theory. While traditional cognitive science experi-
ments, often involving undergraduates, have tested 
heuristic-systematic models (Bago et  al., 2020; Van 
Bavel & Pereira, 2018), such controlled settings may 
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not fully represent the diverse crowd in crowdfund-
ing platforms (Anglin et al., 2018; Danilov & Sliwka, 
2017). This demographic diversity makes it chal-
lenging to manipulate information processing using 
designed stimuli, as individuals from varied back-
grounds may not conform to controlled experimen-
tal conditions. Moreover, the dual-system approach 
to human cognition is more complex than a simple 
binary of heuristic or systematic thinking; these pro-
cesses often operate simultaneously and interactively 
(Alter et  al., 2007; Dane & Pratt, 2007). Therefore, 
laboratory experiments may oversimplify the com-
plex cognitive mechanisms in real-world decision-
making contexts like crowdfunding.

4.1  Incorporating machine learning in cognitive 
modeling

Inspired by literature on organizational decision-mak-
ing, which leverages machine learning (ML) models 
to simulate human cognition and decision-making 
(Kahneman, 2011; Phan et al., 2017), we explore how 
ML can replicate the cognitive processes involved in 
signaling theory. Cognitive modeling seeks to under-
stand human thought processes through introspection 
(observing our own thoughts) and empirical observa-
tion (psychological experiments), allowing research-
ers to develop computational models that mimic 
human reasoning (Evans, 2008; Gigerenzer & Gaiss-
maier, 2011; Simon, 1990). By comparing the out-
comes of these models with human behavior, we gain 
insights into cognitive processes and decision-making 
strategies (Eriksson et al., 2020; Haefner et al., 2021; 
Todd & Gigerenzer, 2012). This approach enhances 

our understanding of investor behavior in crowdfund-
ing, extending the applicability of cognitive research 
from controlled experiments to more dynamic, real-
world settings (Drover et al., 2018; Laureiro-Martínez 
& Brusoni, 2018).

4.2  Comparing decision trees and neural networks in 
cognitive simulation

To emulate dual-system cognitive processing in sign-
aling theory, we employ decision trees (DT) and neu-
ral network (NN) models. Decision trees are well-
suited for heuristic processing as they rely on quick, 
rule-based decisions using a straightforward if–then 
logic, which mirrors how humans make decisions 
based on specific criteria (Sugumaran & Ramachan-
dran, 2007; Tran et al., 2009). Decision trees are hier-
archical models that represent data through a series of 
binary splits based on feature values, with each node 
representing a decision rule and each leaf represent-
ing an outcome (see Fig.  1). They are intuitive and 
align with human decision-making processes, mak-
ing them suitable for interpreting well-structured 
data (Gigerenzer & Gaissmaier, 2011; Hagras, 2018). 
However, DTs are less effective for complex, high-
dimensional data due to their inability to capture 
intricate relationships and their rigidity in structure 
once built (Breiman et  al., 2017). We employ DTs 
to model quick, rule-based processing in evaluating 
straightforward quantitative signals.

In contrast, neural networks, particularly back-
propagation neural networks (BP-NNs), replicate 
systematic processing by modeling intricate, non-
linear relationships akin to the human brain’s neural 

Fig. 1  Graphic structure of 
decision tree (DT)
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architecture (Chaiken & Ledgerwood, 2012; Kaur 
et  al., 2023). BP-NNs use interconnected neurons 
across multiple layers to process complex signals and 
adjust their internal parameters through backpropaga-
tion to minimize errors iteratively (Rumelhart et  al., 
1986). BP-NNs excel at processing complex signals, 
such as narrative texts and images, frequently encoun-
tered in crowdfunding (LeCun et  al., 2015). We use 
both single-layer and two-layer BP-NN architec-
tures in this study, where single-layer networks han-
dle straightforward signals, and two-layer networks 
address more complex interactions. This architecture 
choice balances model complexity and generalization, 
mitigating overfitting risks, especially with limited 
data (Srivastava et al., 2014).

Our approach goes beyond traditional ML appli-
cations focused on prediction or variable extraction 
(Li et  al., 2021; Ranta et  al., 2023). By using DT 
and BP-NN models to emulate cognitive process-
ing, we provide a nuanced understanding of inves-
tor behavior in high-noise environments, such as 
equity crowdfunding (Drover et al., 2018; Laureiro-
Martínez & Brusoni, 2018). This method allows us 
to investigate how investors interpret different signal 
types under conditions of information asymmetry 
(Fig. 2).

4.3  Ensemble learning for enhanced prediction

Ensemble learning improves predictive accuracy 
by combining multiple base models (see Fig.  3). 
Techniques like random forest (RF) and gradient 
boosting (GB) enhance performance by aggregating 
predictions from diverse models (Breiman, 1996). 

RF generates independent base models through 
bootstrapped datasets, while GB builds models 
iteratively, focusing on rectifying errors from previ-
ous models. These methods serve as complements 
to DT and BP-NN, leveraging machine learning’s 
computational power to enhance decision-making 
accuracy.

4.4  Prediction performance of ML models

We evaluate the performance of our ML models 
using four key metrics: accuracy, precision, recall, 
and F1 score, following established frameworks 
(Kaminski & Hopp, 2019). Accuracy measures 
the proportion of correct predictions. Precision 
indicates the proportion of true positives among 
predicted positives, while recall assesses the pro-
portion of true positives among actual positives. 
The F1 score, a harmonic mean of precision and 
recall, provides a balanced metric to evaluate 
model performance, particularly when dealing 
with imbalanced datasets (Zhu et al., 2019). These 
metrics allow us to assess the effectiveness of DT 
and BP-NN models in predicting crowdfunding 
campaign success. In summary, our methodology 
employs DT and BP-NN models to simulate heu-
ristic and systematic processing, respectively, and 
utilizes ensemble learning to enhance predictive 
performance. This approach provides a compre-
hensive framework for understanding how inves-
tors interpret and respond to diverse signals in the 
dynamic and high-noise environment of equity 
crowdfunding.

Fig. 2  A schematic of a 
backpropagation neural net-
work. Note: full description 
of BP-NN model available 
in Rumelhart et al. (1986). 
w and b are the parameters 
to obtain the linear combi-
nation of input variables; 
then, the result will be 
transformed to the range 
between 0 and 1 through an 
activation function (A). ŷ is 
the predicted value of the 
nth individual outcome



 J. Yang et al.

Vol:. (1234567890)

5  Data and variables

5.1  Data collection

We compile a unique dataset from the Dreammove 
platform, covering equity crowdfunding projects 
recorded between August 2014 and January 2019. 
The initial sample of 182 entries is systematically 
reduced to 144 through a rigorous data filtering 
process. Exclusions are made due to missing criti-
cal information: 23 entries lack actual investment 
amounts, 9 are missing team member photos, 4 do 
not include educational background information, 
and 2 lack project valuation data. This careful cura-
tion ensures the integrity and completeness of our 
final dataset, which forms a robust foundation for our 
analysis.

Dreammove is a key player in the Chinese equity 
crowdfunding market, making it a representative case 
for studying industry dynamics. Established in 2014 
during a period of rapid market growth, Dreammove 
reflects the broader market’s evolution, including the 
initial surge in platform numbers and the subsequent 
contraction driven by regulatory tightening and chal-
lenges such as poor project quality and immature 
investors. After manually reviewing the top 20 equity 
crowdfunding platforms by fundraising amount, we 
find that 14 official websites are now inactive, with 
Dreammove among the few that remain operational 

(see Appendix Table  13). This finding highlights 
Dreammove’s resilience and adaptability in a volatile 
regulatory environment and underscores the scarcity 
of data sources in this sector.

The high rate of platform closures, reducing the 
number of active platforms from 186 in 2015 to just 
23 by 2019, poses a significant challenge for expand-
ing our sample size. With most equity crowdfunding 
platforms now inactive, it has become almost impos-
sible to collect additional data to enlarge our sam-
ple. This constraint emphasizes the importance of 
Dreammove as one of the few remaining operational 
platforms that can provide valuable insights into the 
equity crowdfunding landscape in China.

Dreammove’s project portfolio mirrors the indus-
try distribution observed across 32 representative 
platforms, with a focus on Internet and IT services, 
as well as culture, sports, and leisure services, col-
lectively representing about 50% of its projects. 
This alignment not only validates Dreammove’s rep-
resentativeness but also provides insights into the 
industries that dominate China’s equity crowdfunding 
space (see Appendix Table 14). Located in Zhejiang, 
a major economic hub known for its vibrant private 
enterprise sector, Dreammove benefits from a region 
that actively fosters small and microsized business 
growth. Zhejiang’s initiatives, such as the ‘Three-
Year Growth Plan for Small and Micro Enterprises,’ 
highlight the province’s commitment to private sector 

Fig. 3  Single vs. ensemble 
classifier. Note: full descrip-
tion of single vs. ensemble 
classifier available in Utami 
et al. (2014)
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development. Dreammove’s success in this environ-
ment underscores its role as a critical intermediary, 
connecting high-potential projects with investors, and 
exemplifying the broader trends in the Chinese equity 
crowdfunding market.

Dreammove’s strong market performance further 
solidifies its significance. During its peak in 2015, 
it ranked 9th in market share among 113 equity 
crowdfunding platforms in China, commanding a 
notable 2.3% of the Internet private equity financing 
market. Its ability to navigate stringent regulatory 
measures and maintain a significant market presence 
underlines its robustness and adaptability, making it 
an ideal platform for this study.

5.2  Small sample size: challenges, justifications, and 
adaptive approaches

The dataset of 144 equity crowdfunding projects, 
while relatively small, is consistent with indus-
try norms and existing research in the field. Stud-
ies like Eldridge et  al. (2021) with 230 projects in 
the UK, Lukkarinen and Schwienbacher (2023) 
with 287 projects in Finland, and Prokop and Wang 
(2022) with 231 projects in Germany, as well as data 
from Beauhurst’s annual reports, confirm that sam-
ple sizes in the low hundreds are typical for equity 
crowdfunding research. This consistency reinforces 
the representativeness of our dataset, despite its 
smaller size.

Nevertheless, small sample sizes present chal-
lenges, particularly in machine learning applica-
tions, where larger datasets are generally required for 
robustness and accuracy (LeCun et al., 2015). Smaller 
datasets increase the risk of overfitting, where models 
may perform well on training data but fail to general-
ize to new data (Srivastava et al., 2014). To address 
this limitation, we adopt several adaptive measures 
in the robustness check. First, we reduce feature 
dimensions, focusing on the most critical variables to 
minimize complexity and prevent overfitting. Addi-
tionally, we supplement our analysis with data from 
another platform to validate our findings, following 
best practices in research methodology. These strate-
gies aim to enhance the reliability of our results, even 
within the constraints of a smaller dataset.

Our methodological adjustments and adherence to 
industry practices ensure that, despite the small sam-
ple size, our findings remain robust and meaningful. 

Future research can benefit from expanded data avail-
ability and improved model performance as the equity 
crowdfunding landscape continues to evolve.

5.3  Output variables

The primary outcome variable in our study is the suc-
cess of equity crowdfunding campaigns, defined as a 
binary variable indicating whether a project reached 
its funding target within the campaign duration. This 
definition aligns with previous research (Calic & 
Mosakowski, 2016; Huang et al., 2021). We assign a 
code of 1 to projects that successfully secured fund-
ing equal to or exceeding their established funding 
goal, which applies to 92 out of the 144 projects in 
our dataset. This “all-or-nothing” model is standard 
in the crowdfunding industry, meaning investors are 
only obligated to contribute if the campaign meets its 
full funding target (Ralcheva & Roosenboom, 2019).

5.4  Input variables

Our study uses a comprehensive set of input vari-
ables, categorized into quantitative attributes, textual 
descriptions, and graphical images, to capture vari-
ous aspects of the equity crowdfunding campaigns 
and the entrepreneurial teams behind them. Quantita-
tive data, manually extracted from project statements, 
includes variables such as the project’s target funding 
amount, starting bid, project valuation, equity alloca-
tion, share percentage held by the largest shareholder, 
CEO’s shareholding status, quantitative data spe-
cific to the project, and the number of team members 
along with their educational background and industry 
experience that can be easily quantified without using 
sophisticated coding matrix (Mochkabadi & Volk-
mann, 2018).

To enhance our analysis, we create two novel vari-
ables using natural language processing (NLP) and 
image processing technology (IPT) available on the 
Baidu AI open platform (https:// ai. baidu. com/), a 
widely used resource in academic research on Chi-
nese business studies (Ruan et al., 2020; Yang et al., 
2021). NLP helps extract implicit information con-
tained within the textual descriptions of projects, 
while IPT facilitates the processing of information 
embedded in the photographic images of entrepre-
neurial teams.

https://ai.baidu.com/
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Information extracted from the textual descriptions 
of projects is categorized into three distinct groups. 
Sentiment analysis (SA) focuses on detecting and 
analyzing the emotional tone conveyed within the 
text, including titles. Chinese segmentation (CS) dis-
sects the text into its various linguistic components, 
such as verbs, nouns, and adjectives, while also con-
sidering the word count in the project title and intro-
duction. Word vectorization (WV) assesses the gram-
matical quality of the texts and gauges their stylistic 
similarity to exemplary peer writings.

The information derived from the images of the 
management team is also organized into three distinct 
categories. Picture quality control (PQC) assesses 
the resolution of the photos. Face attribute analysis 
(FAA) employs the analysis of 150 facial attributes to 
calculate parameters such as beauty, age, and gender 
of team members. Emotion identification (EI) goes 
a step further to detect and capture the emotional 
expressions of individuals in the images. Addition-
ally, we include the ratio of team members who have 
shared their photos in relation to the entire team. For 
detailed variable definitions and distributions, please 
refer to Table 1. All input variables are standardized 
in subsequent analyses to ensure consistency and 
enhance the predictive accuracy of our models.

6  Result discussion

6.1  Descriptive statistics

Table 2 provides an overview of our sample, present-
ing descriptive statistics and mean differences. The 
sample includes 144 equity crowdfunding projects, 
with a success rate of 64% (92 successful projects and 
52 unsuccessful ones). We categorize the sample into 
two groups: successful vs. unsuccessful projects (col-
umns (1) and (2)), and pre- vs. post-regulation pro-
jects (columns (4) and (5)). Columns (3) and (6) show 
mean differences between these groups, respectively.

In column (3), the most significant differences 
relate to quantitative information (panel A). Sta-
tistically significant mean differences are observed 
between successful and unsuccessful campaigns 
for variables such as Sharetrans, Firstholder, CEO, 
Internet and Other, implying that shareholding struc-
ture, CEO attributes and internet-compatibility are 
important to achieve crowdfund success. In panel B, 

statistically significant mean differences are reported 
for Similar-class, indicating that projects with higher 
industry-specific readability in their text descriptions 
are more likely to successfully secure fundings. In 
contrast, image information (panel C) shows less sta-
tistical significance.

However, in column (6), post-regulation changes 
reveal more pronounced differences in text and image 
information, suggesting a shift towards higher-quality 
qualitative data following the regulatory changes. 
Entrepreneurs are now likely to share more high-
quality photos of their founding teams, character-
ized by better clarity, a more youthful and attractive 
appearance, and neutral emotional expressions. Text 
descriptions also show improved readability, a more 
neutral tone, and streamlined project introductions, 
with reduced length and less frequent use of verbs, 
nouns, and adjectives. These adjustments suggest an 
overall enhancement in qualitative information qual-
ity due to policy changes. Regarding quantitative data, 
it is notable that the largest shareholder has increased 
their ownership, while the number of founders with 
industry-specific experience has declined. It is impor-
tant to emphasize that these observations are based on 
initial inter-group difference tests and do not account 
for the cognitive mechanisms of crowd investors.

Quantitative information remains the most reli-
able predictor of crowdfunding success; however, 
post-regulation improvements in text and image data 
indicate an increasing investor focus on qualitative 
aspects. This suggests while investors still prioritize 
quantitative data, there is a growing emphasis on the 
quality of qualitative information, reflecting a more 
holistic approach to evaluating campaigns. These 
changes underscore the evolving nature of inves-
tor decision-making, where both quantitative and 
qualitative signals are now being considered more 
critically in response to regulatory shifts and market 
maturation.

6.2  Prediction accuracy by signal types and 
combined portfolio

6.2.1  Quantitative vs. qualitative signals

Table  3 compares the prediction accuracy between 
quantitative and qualitative data. Regardless of the 
processing method employed, the results consistently 
show that models perform better with quantitative 
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Table 1  Variable definition and summary statistics

Variable name Definition Mean SD Min Max

Panel A: quantitative
Success Whether the fundraising target achieved: 1 represents achieved 0.641 0.481 0 1
Target Target amount of project (unit: 10,000 RMB) 122.5 115.0 2.400 1000
Startlimit Minimum limitation of investment (unit: 10,000RMB) 0.755 0.870 0.070 10
Valuation The logarithm of project valuation (unit: 10,000 RMB) 6.972 1.195 2.303 11.11
Sharetrans Percentage of equity transferred (%) 12.78 11.20 0.010 57.14
Firstholder share proportion of the largest shareholder 0.203 0.324 0 1
CEO whether the CEO is the largest shareholder 0.387 0.489 0 1
Internet Project type: based on internet 0.570 0.497 0 1
Technique Project type: focus on technology 0.077 0.268 0 1
Market Project type: expand market 0.930 0.257 0 1
Member Number of team members 4.965 2.479 1 22
Entrepre Average entrepreneurship experience 0.217 0.210 0 1
Industry Average industry experience 0.783 0.313 0 1
Bachelor Average education background of entrepreneurs: bachelor 0.432 0.343 0 1
Master Average education background of entrepreneurs: master 0.131 0.211 0 1
Doctor Average education background of entrepreneurs: doctor 0.022 0.076 0 0.429
MBA Average education background of entrepreneurs: MBA 0.026 0.073 0 0.500
Abroad Average education background of entrepreneurs: study abroad 0.050 0.109 0 0.500
Other Number of numerals displaying in the project 0.944 1.184 0 7
Panel B: text
Positive_t Positive emotions in introduction calculated by sentiment analysis 0.887 0.317 0 1
Negative_t Negative emotions in introduction calculated by sentiment analysis 0.070 0.257 0 1
Neutral_t Neutral emotions in introduction calculated by sentiment analysis 0.042 0.202 0 1
Senti_title Emotions implied in title: 2 (positive), 1 (neutral), 0 (negative) 1.599 0.547 0 2
Length_title Number of words used in title 9.634 5.944 2 25
Length_intro Number of words used in introduction 63.86 24.14 9 100
Verb Number of verbs used in introduction 9.028 4.466 0 24
Noum Number of nouns used in introduction 11.30 4.874 0 26
Adjv Number of adjectives used in introduction 2.282 2.142 0 11
Readability Grammatically well-written score of introductions based on DNN model 6.364 0.678 4.345 8.227
Similar_fund Similarity to the best peer writing with the highest fundraising percentage 0.264 0.118 0 0.546
Similar_class Similarity to the best peer writing in the same business scope 0.238 0.206 0 1
Similar_all Similarity to the best peer writing with the most fundraising 0.265 0.150 0 1
Panel C: image
Clarity Average resolution score of pictures 0.100 0.195 0 0.987
Youth Average age of entrepreneurs among pictures 21.13 11.13 0 39.67
Beauty Average beauty score of entrepreneurs among pictures 38.71 21.11 0 77.42
Male Male percentage of entrepreneurs among pictures 0.462 0.439 0 1
Happy Average score of happy sentiment among pictures 0.282 0.366 0 1
Fear Average score of fear sentiment among pictures 0.002 0.028 0 0.333
Neutral_i Average score of neutral sentiment among pictures 0.162 0.283 0 1
NumPho Average degree of photo disclosure within a project 0.761 0.378 0 1
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Table 2  Descriptive statistics and mean difference

Note: *Significant at 10%
** Significant at 5%
*** Significance at 1%

(1) (2) (3) (4) (5) (6)

Variables Fail (N = 52) Success (N = 92) Mean Diff Before regulation 
(N = 95)

After regulation 
(N = 49)

Mean Diff

Panel A: quantitative
Target  − 0.046 0.026  − 0.071 0.083  − 0.162 0.245
Startlimit  − 0.108 0.061  − 0.170 0.011  − 0.022 0.034
Valuation 0.165  − 0.093 0.258 0.024  − 0.047 0.071
Sharetrans  − 0.216 0.122  − 0.337* 0.049  − 0.095 0.144
Firstholder  − 0.262 0.148  − 0.411**  − 0.272 0.528  − 0.800***
CEO 0.250 0.457  − 0.207** 0.337 0.469  − 0.133
Internet 0.462 0.641  − 0.180** 0.547 0.633  − 0.085
Technique 0.115 0.054 0.061 0.084 0.061 0.023
Market 0.904 0.946  − 0.042 0.926 0.939  − 0.012
Member 0.096  − 0.054 0.150 0.070  − 0.136 0.206
Entrepre 0.175  − 0.099 0.275 0.004  − 0.007 0.011
Industry 0.123  − 0.069 0.192 0.193  − 0.375 0.568***
Bachelor  − 0.109 0.062  − 0.171  − 0.097 0.188  − 0.284
Master 0.113  − 0.064 0.177 0.034  − 0.067 0.101
Doctor  − 0.060 0.034  − 0.094 0.080  − 0.155 0.235
MBA  − 0.170 0.096  − 0.266 0.070  − 0.135 0.205
Abroad  − 0.114 0.064  − 0.179 0.072  − 0.140 0.213
Other  − 0.186 0.105  −  − 0.290* 0.050 −0.097 0.147
Panel B: text
Positive_t 0.923 0.870 0.054 0.926 0.816 0.110**
Negative_t 0.038 0.087  − 0.048 0.053 0.102  − 0.049
Neutral_t 0.038 0.043  − 0.005 0.021 0.082  − 0.061*
Senti_title 0.091  − 0.052 0.143 0.070  − 0.135 0.205
Length_title 0.129  − 0.073 0.202 0.030  − 0.059 0.089
Length_intro  − 0.084 0.047  − 0.131 0.186  − 0.361 0.548***
Verb  − 0.124 0.070  − 0.195 0.106  − 0.205 0.311*
Noum  − 0.037 0.021  − 0.058 0.121  − 0.234 0.354**
Adjv 0.089  − 0.050 0.139 0.125  − 0.242 0.367**
Readability 0.137  − 0.077 0.214  − 0.126 0.243  − 0.369**
Similar_fund  − 0.039 0.022  − 0.062  − 0.079 0.153  − 0.232
Similar_class  − 0.241 0.136  − 0.377** 0.065  − 0.125 0.190
Similar_all 0.012  − 0.007 0.019  − 0.105  − 0.043 0.066
Panel C: image
Clarity 0.142  − 0.080 0.223  − 0.105 0.203  − 0.308*
Youth 0.176  − 0.099 0.275  − 0.152 0.295  − 0.448**
Beauty  − 0.005 0.003  − 0.008  − 0.204 0.395  − 0.599***
Male  − 0.050 0.0280  − 0.079  − 0.033 0.063  − 0.096
Happy  − 0.011 0.006  − 0.018 0.085  − 0.165 0.250
Fear  − 0.083 0.047  − 0.130 0.043  − 0.083 0.126
Neutral_i 0.082  − 0.047 0.129  − 0.267 0.517  − 0.784***
NumPho 0.085  − 0.048 0.133  − 0.209 0.405  − 0.613***
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data. Decision tree (DT) models, which simulate heu-
ristic, rule-based decision-making, achieve the high-
est accuracy of 0.66 with quantitative data, but their 
accuracy drops to 0.48 when applied to qualitative 
text. Similarly, backpropagation neural network (BP-
NN) models, which involve more complex cognitive 
processing, also show higher accuracy with quan-
titative data (0.59 for both BP-NN (1) and BP-NN 
(2)), while their performance with qualitative data 
decreases to 0.48.

These findings offer compelling evidence in sup-
port of H1a, decisively showing that quantitative data 
holds greater predictive power than qualitative data 
in determining crowdfunding outcomes. Across all 
models and processing methods, the results consist-
ently demonstrate that investors prioritize quantita-
tive metrics, such as shareholding structure and CEO 
attributes, over qualitative aspects like text descrip-
tions and images. This clear preference highlights the 
critical role of concrete, measurable information in 
driving investment decisions, reinforcing the notion 
that investors rely more heavily on quantitative sig-
nals when evaluating potential success.

However, many studies on machine learning mod-
els for outcome prediction, when comparing different 
data types or models, tend to focus solely on evaluat-
ing accuracy metrics, while bypassing formal statis-
tical tests (Athey & Imbens, 2019; Gu et  al., 2020; 
Mullainathan & Spiess, 2017), potentially leading to 
less reliable findings. To ensure robust comparisons, 
we conduct formal tests to rigorously assess perfor-
mance differences between quantitative and qualita-
tive signals. We run models for both data types mul-
tiple times, each using a different random seed to 
control key processes such as data splitting, shuffling, 
and weight initialization, which introduces natural 
variability into the model (Pineau et al., 2021). This 
approach captures a wider range of outcomes and 
prevents reliance on any single configuration. Spe-
cifically, we randomly selected 10 seeds based on the 
model in Table 3. From these runs, we generated 10 
sets of performance metrics—accuracy, precision, 
recall, and F1 score—for both quantitative and quali-
tative signals. To assess the statistical significance 
of the performance differences, we conducted t-tests 
on the means of these metrics. Table  4 presents the 

Table 3  Classification results by quantitative and qualitative signals

Note: DT decision tree, BP-NN backpropagation neural networks, BP-NN (1) single-layer BP-NN, BP-NN (2) two-layer BP-NN, RF 
random forest, GB gradient boosting. DT models represent rule-of-thumb processing, which requires minimal cognitive effort based 
on existing knowledge, while BP-NN models represent reflective learning, which demands greater cognitive effort. Specifically, 
BP-NN (1) simulates linear relationships using a single-layer neural network, while BP-NN (2) addresses more complex non-linear 
relationships with a two-layer network. Ensemble methods applied to both DT and BP-NN models

Classifier/data Acc Prec Rec F1

Panel A: signal type—quantitative
Base learner DT 0.66 0.78 0.66 0.54

BP-NN (1) 0.59 0.57 0.59 0.58
BP-NN (2) 0.59 0.57 0.59 0.58

Ensemble learning RF-DT 0.64 0.62 0.64 0.62
GB-DT 0.61 0.59 0.61 0.59
GB-BP (1) 0.59 0.57 0.59 0.58
GB-BP (2) 0.59 0.57 0.59 0.58

Panel B: signal type—qualitative
Base learner DT 0.48 0.43 0.48 0.45

BP-NN (1) 0.48 0.45 0.48 0.46
BP-NN (2) 0.48 0.45 0.48 0.46

Ensemble learning RF-DT 0.55 0.50 0.55 0.52
GB-DT 0.45 0.42 0.45 0.43
GB-BP (1) 0.55 0.50 0.55 0.52
GB-BP (2) 0.55 0.50 0.55 0.52
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t-test results (panel C) alongside the average perfor-
mance metrics for each group—quantitative in panel 
A and qualitative in panel B. The results indicate that 
the mean performance metrics for quantitative signals 
(panel A) significantly outperform those for qualita-
tive signals (panel B). Furthermore, panel C reveals 
that the performance differences between quantitative 
and qualitative signals are statistically significant.

6.2.2  Prediction accuracy across individual 
and combined signal types

Table  5 provides a detailed comparison of predic-
tion accuracy for segmental (individual signal types) 
and holistic (combined signal bundle) analysis. Panel 
A reports the accuracy of models based solely on 
quantitative data, reflecting similar results to those 

Table 4  Formal comparison tests between quantitative and qualitative signals

Note: DT decision tree, BP-NN backpropagation neural networks, BP-NN (1) single-layer BP-NN, BP-NN (2) two-layer BP-NN, RF 
random forest, GB gradient boosting. DT models represent rule-of-thumb processing, which requires minimal cognitive effort based 
on existing knowledge, while BP-NN models represent reflective learning, which demands greater cognitive effort. Specifically, 
BP-NN (1) simulates linear relationships using a single-layer neural network, while BP-NN (2) addresses more complex non-linear 
relationships with a two-layer network. Ensemble methods applied to both DT and BP-NN models. Panel A and Panel B report the 
means of the four prediction metrics for quantitative information and qualitative information, respectively, across the 10 random 
samples. Panel C reports the differences in the means of the four prediction metrics between quantitative information and qualitative 
information across the 10 random samples, along with their significance
*** Statistical significance at the 1% level
** Statistical significance at the 5% level
* Statistical significance at the 10% level

Classifier/data Acc Prec Rec F1

Panel A: signal type—quantitative
Base learner DT 0.624 0.552 0.624 0.548

BP-NN (1) 0.619 0.606 0.619 0.608
BP-NN (2) 0.607 0.599 0.607 0.601

Ensemble learning RF-DT 0.642 0.630 0.642 0.626
GB-DT 0.650 0.638 0.650 0.637
GB-BP (1) 0.613 0.591 0.613 0.599
GB-BP (2) 0.618 0.605 0.618 0.609

Panel B: signal type—qualitative
Base learner DT 0.567 0.492 0.567 0.520

BP-NN (1) 0.573 0.559 0.573 0.560
BP-NN (2) 0.548 0.540 0.548 0.543

Ensemble learning RF-DT 0.583 0.540 0.583 0.543
GB-DT 0.551 0.552 0.551 0.540
GB-BP (1) 0.568 0.543 0.568 0.552
GB-BP (2) 0.565 0.544 0.565 0.550

Panel C: difference (quantitative − qualitative)
Base learner DT 0.057** 0.060 0.057** 0.028

BP-NN (1) 0.046** 0.047** 0.046** 0.048**
BP-NN (2) 0.059*** 0.059*** 0.059*** 0.058***

Ensemble learning RF-DT 0.059** 0.090** 0.059** 0.083***
GB-DT 0.099** 0.086*** 0.099** 0.097**
GB-BP (1) 0.045*** 0.048** 0.045*** 0.047**
GB-BP (2) 0.053** 0.061** 0.053** 0.059**
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in Table 3. Panels B and C split qualitative informa-
tion into text and image data, assessing their predic-
tive accuracy using various machine learning (ML) 
models. Panel D presents the accuracy of models that 
integrate all three data types into a combined signal 
portfolio.

The table reveals that models using individual data 
types consistently outperform the combined signal 
portfolio. Quantitative data continues to deliver the 
highest accuracy, with the decision tree (DT) model 
achieving a prediction accuracy of 0.66. Text-based 
models also perform well, with the gradient boost-
ing BP-NN (1) achieving the highest accuracy at 
0.68. Image data, however, produces more moderate 
results, with BP-NN (2) achieving a maximum accu-
racy of 0.59. These findings further support H1a, con-
firming that quantitative signals remain the most reli-
able predictor of campaign success.

However, when signals are combined into a bundle, 
prediction accuracy does not improve significantly. In 
fact, the combined models underperform compared to 
standalone quantitative models. Even with the highest 
accuracy in the combined signal portfolio produced by 
the RF-DT model, the expected marginal improvement 
over standalone quantitative data is not observed. This 
suggests that integrating multiple signals introduces 
complexities and conflicts, diminishing rather than 
enhancing predictive performance.

The results strongly support H1b, indicating that 
the predictive accuracy of a signal portfolio depends 
on the interplay between quantitative and qualitative 
signals. Synergy between signals enhances campaign 
success, while conflicting signals reduce effective-
ness. These findings highlight the challenges inves-
tors face when synthesizing multiple signal types, 
particularly in environments prone to information 
overload. The results underscore the need for clearer, 
more cohesive signal presentations to improve inves-
tor decision-making.

6.2.3  Signal processing and investor 
decision-making

Although entrepreneurs present bundled signals 
simultaneously, crowd investors may not process 
them all at once. Due to limited attention and cog-
nitive constraints, signals are often assessed sepa-
rately, requiring investors to reconfigure their men-
tal focus when switching between tasks (Thiele 

et  al., 2022). This section explores how different 
signal types are processed within the dual-system 
model.

Quantitative information is critical for investors in 
distinguishing high-quality projects, as it can be eval-
uated using common sense and domain knowledge 
accumulated through experience. This pre-existing 
knowledge simplifies the processing, making quanti-
tative analysis relatively straightforward. As a result, 
quantitative data remains the most valuable signal 
type, with decision tree (DT) models consistently 
outperforming BP-NN models in terms of accuracy, 
precision, and recall (Table 5, panel A). These results 
support H2a, suggesting that investors rely on quick, 
rule-based processing when evaluating quantitative 
information, which explains the effectiveness of DT 
models. Interestingly, ensemble classifiers such as 
random forest (RF) and gradient boosting (GB) do not 
consistently improve the performance of standalone 
DT or BP-NN models. This suggests that ensemble 
methods may not be as effective in reducing variance 
associated with quantitative data as expected.

Textual information introduces more complex-
ity compared to quantitative data. Entrepreneurs 
can embellish descriptions, creating ambiguity and 
requiring more effortful, systematic processing. 
Table  5 panel B shows that BP-NN models con-
sistently outperform DT models across all metrics, 
underscoring the need for deeper cognitive effort 
to analyze text. Notably, the single-layer BP-NN 
model slightly outperforms the two-layer BP-NN, 
indicating that a simpler, linear approach is more 
effective than a more complex, non-linear one when 
interpreting narrative texts. These findings support 
H2b, demonstrating that narrative texts, with their 
inherent ambiguity and complexity, demand ana-
lytical processing for accurate predictions of cam-
paign success. The superior performance of BP-NN 
models highlights the importance of systematic pro-
cessing, while the edge of the simpler single-layer 
BP-NN model suggests that while analytical effort 
is crucial, a balanced and efficient approach is opti-
mal. Ensemble classifiers—RF-DT, GB-BP-NN (1), 
and GB-BP-NN (2)—generally improve the perfor-
mance of both DT and BP-NN models. However, 
GB-DT fails to enhance the DT model, suggesting 
that ensemble methods, while designed to reduce 
bias and variance, do not always succeed due to var-
iations in dataset characteristics.
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Table  5 panel C reveals that BP-NN models out-
perform DT models, indicating that image analysis 
requires more reflective cognitive processing. BP-NN 
models are better equipped to capture complex, 
non-linear patterns, whereas DT relies on simpler, 
rule-based processing. The superior performance of 
BP-NN (2) over BP-NN (1) suggests that interpret-
ing visual cues, such as facial expressions, demands 
higher-order cognitive effort, further supporting H2b. 
Inconsistent results from ensemble classifiers indicate 

that these techniques do not always enhance perfor-
mance. RF-DT, GB-DT, and GB-BP-NN (2) fail to 
improve their base models, while GB-BP-NN (1) 
enhances BP-NN (1)’s performance. This suggests 
that the effectiveness of ensemble methods depends 
on the data and techniques used. Each signal type 
requires different cognitive processing approaches, 
with quantitative data benefiting from heuristic pro-
cessing and qualitative data requiring systematic 
analysis.

Table 5  Classification results by signal types and combined portfolio

Note: DT decision tree, BP-NN backpropagation neural networks, BP-NN (1) single-layer BP-NN, BP-NN (2) two-layer BP-NN, RF 
random forest, GB gradient boosting. DT models represent rule-of-thumb processing, which requires minimal cognitive effort based 
on existing knowledge, while BP-NN models represent reflective learning, which demands greater cognitive effort. Specifically, 
BP-NN (1) simulates linear relationships using a single-layer neural network, while BP-NN (2) addresses more complex non-linear 
relationships with a two-layer network. Ensemble methods applied to both DT and BP-NN models

Classifier/data Acc Prec Rec F1

Panel A: signal type—numerical
Base learner DT 0.66 0.78 0.66 0.54

BP-NN (1) 0.59 0.57 0.59 0.58
BP-NN (2) 0.59 0.57 0.59 0.58

Ensemble learning RF-DT 0.64 0.62 0.64 0.62
GB-DT 0.61 0.59 0.61 0.59
GB-BP (1) 0.59 0.57 0.59 0.58
GB-BP (2) 0.59 0.57 0.59 0.58

Panel B: signal type—text
Base learner DT 0.64 0.40 0.64 0.49

BP-NN (1) 0.66 0.64 0.66 0.62
BP-NN (2) 0.64 0.61 0.64 0.60

Ensemble learning RF-DT 0.66 0.64 0.66 0.62
GB-DT 0.59 0.61 0.59 0.60
GB-BP (1) 0.68 0.68 0.68 0.63
GB-BP (2) 0.66 0.64 0.66 0.62

Panel C: signal type—image
Base learner DT 0.55 0.50 0.55 0.52

BP-NN (1) 0.57 0.46 0.57 0.49
BP-NN (2) 0.59 0.52 0.59 0.53

Ensemble learning RF-DT 0.50 0.47 0.50 0.48
GB-DT 0.52 0.52 0.52 0.52
GB-BP (1) 0.59 0.52 0.59 0.53
GB-BP (2) 0.59 0.52 0.59 0.53

Panel D: signal portfolio
Base learner DT 0.55 0.53 0.55 0.54

BP-NN (1) 0.57 0.55 0.57 0.56
BP-NN (2) 0.55 0.53 0.55 0.54

Ensemble learning RF-DT 0.64 0.61 0.64 0.60
GB-DT 0.59 0.57 0.59 0.58
GB-BP (1) 0.57 0.56 0.57 0.57
GB-BP (2) 0.59 0.58 0.59 0.58
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Despite the conflicting nature of signals within the 
combined portfolio, Table  5 panel D reveals subtle 
insights. While both DT and BP-NN models gener-
ally perform worse in predicting success compared to 
individual signals, some differences emerge. Notably, 
the single-layer BP-NN (1) model achieves slightly 
higher prediction accuracy (0.57) compared to the 
DT model (0.55) and the more complex BP-NN (2) 
model (0.55). This pattern is consistent across other 
metrics, highlighting nuanced differences between 
the models. This suggests that a simpler, linear pro-
cessing approach, as represented by BP-NN (1), may 
be more effective for integrating diverse signals than 
the more complex BP-NN (2). These findings support 
H2c, which posits that holistic processing in a high-
noise crowdfunding environment is likely to trigger 
more intuitive, less effortful processing, leading to 
more efficient predictions of campaign success. Con-
versely, while the DT model excels at making quick, 
rule-based decisions with minimal cognitive effort, 
it struggles with holistic processing, which requires 
synthesizing diverse and complex information—a 
task demanding higher-order cognitive strategies. 
This further supports H2c, showing that while both 
the DT model and BP-NN (1) rely on heuristic and 
intuitive processing, BP-NN (1)’s more reflective 
approach aligns better with the demands of holistic 
processing.

In summary, while simpler holistic processing 
shows some effectiveness, neither increased complex-
ity (as seen in BP-NN (2)) nor rule-based approaches 
(as seen in DT) consistently improve outcomes in this 
context.

6.3  Cross-validation tests

Cross-validation enhances model evaluation by using 
multiple data splits, which reduces overfitting, opti-
mizes hyperparameters, and improves generalizabil-
ity (Arlot & Celisse, 2010; Athey & Imbens, 2019; 
Stone, 1974). It also ensures more reliable compari-
sons by using consistent datasets across runs, increas-
ing confidence in the results (Ranta et al., 2023).

In our study, we align with these best practices by 
implementing cross-validation to ensure accuracy and 
reliability in our evaluations. We further refine our 
methodology with two key parameter adjustments to 
enhance sample splitting. First, we change the random 
seed from 0 to 1 during sample splitting. The random 

seed determines the algorithm’s sampling rules and, 
while its value can be arbitrary, predefining it ensures 
repeatability in our results (Pineau et al., 2021). This 
adjustment allows for consistent data partitioning 
across multiple runs, crucial for validating our find-
ings. Panel A in Table 6 shows the results after this 
adjustment. Second, we modify the training-test split 
ratio. Our primary analysis uses a 70%/30% split, bal-
ancing a sufficiently large training sample with a rep-
resentative test sample (Hastie et al., 2009). This ratio 
is widely used in practice and provides a solid foun-
dation for model evaluation. We also test alternative 
splits, including 80%/20% (panel B) and 75%/25% 
(panel C). Our results show that these adjustments 
maintain the robustness of our findings, further rein-
forcing the validity of our conclusions.

6.4  Interpreting machine learning models: marginal 
impact analysis using SHAP

Machine learning models are often seen as “black 
boxes” due to the difficulty in interpreting their predic-
tions and estimating marginal impacts, a challenge not 
present in traditional regression models (Hassija et al., 
2024; Rai, 2020). This lack of transparency raises con-
cerns about the reliability and trustworthiness of the 
model’s predictions, as users may struggle to under-
stand how specific input features influence outcomes.

To address these challenges, we apply the SHAP 
(SHapley Additive exPlanations) method, a powerful 
tool for interpreting machine learning models and clar-
ifying the contributions of different data types within 
our framework (Erel et  al., 2021). SHAP assigns a 
value to each feature based on its contribution to the 
model’s output, offering a clear view of how various 
data types interact and influence the decision-mak-
ing process. By leveraging SHAP, we bridge the gap 
between the inherent complexity of machine learning 
models and the need for interpretability.

Our approach involves two steps: step one—dimen-
sionality reduction. We first apply principal compo-
nent analysis (PCA) to each signal type: quantitative, 
narrative, and visual. This is especially relevant in the 
crowdfunding context, where investors face informa-
tion overload and conflicting signals (Block et  al., 
2018). PCA helps reduce noise and enhances the 
signal-to-noise ratio by distilling each signal type into 
its most significant components (Jolliffe & Cadima, 
2016; Plummer et al., 2016; Vismara, 2018).
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For quantitative data (panel A, Table  7), six 
principal components are identified: Fn1 high-
lights educational background, Fn2 covers project 

characteristics, Fn3 addresses financial aspects, 
Fn4 focuses on ownership structure, Fn5 merges 
equity dynamics with educational credentials, and 
Fn6 emphasizes entrepreneurs’ experience. These 
components reveal how project and team attributes 
impact equity crowdfunding success.3 For narrative 
text data (panel B, Table 7), five principal compo-
nents emerged: Ft1 captures linguistic complex-
ity, Ft2 emphasizes emotional tone, Ft3 reflects 
textual similarity to successful peers, Ft4 focuses 
on neutrality and project alignment, and Ft5 high-
lights emotional tone in titles and descriptions. 
These components illustrate how linguistic fea-
tures and emotional tone affect crowdfunding pres-
entation and credibility.4 For image data (panel C, 
Table 7), three principal components are identified: 
Fi1 examines visual and demographic appeal, Fi2 
focuses on visual emotional tone, and Fi3 addresses 
image quality and negative cues. These components 
highlight the importance of visual and emotional 

Table 6  Cross-validation test: classification results of different 
parameters

Note: DT decision tree, BP-NN Backpropagation neural net-
works, BP-NN (1) single-layer BP-NN, BP-NN (2) two-layer 
BP-NN, RF random forest, GB gradient boosting

Classifier/data Acc Prec Rec F1

Panel A: change random seed from 0 to 1
Numerical DT 0.79 0.81 0.79 0.77

BP-NN (1) 0.67 0.70 0.67 0.68
BP-NN (2) 0.72 0.74 0.72 0.73

Text DT 0.63 0.62 0.63 0.62
BP-NN (1) 0.72 0.72 0.72 0.69
BP-NN (2) 0.72 0.72 0.72 0.69

Image DT 0.67 0.65 0.67 0.65
BP-NN (1) 0.72 0.71 0.72 0.70
BP-NN (2) 0.58 0.57 0.58 0.57

Bundled DT 0.49 0.66 0.49 0.46
BP-NN (1) 0.63 0.65 0.63 0.64
BP-NN (2) 0.58 0.62 0.58 0.59

Panel B: training/test set (0.8/0.2)
Numerical DT 0.66 0.43 0.66 0.52

BP-NN (1) 0.62 0.63 0.62 0.62
BP-NN (2) 0.62 0.63 0.62 0.62

Text DT 0.52 0.54 0.52 0.53
BP-NN (1) 0.66 0.62 0.66 0.60
BP-NN (2) 0.66 0.62 0.66 0.60

Image DT 0.55 0.40 0.55 0.47
BP-NN (1) 0.62 0.54 0.62 0.55
BP-NN (2) 0.66 0.62 0.66 0.60

Bundled DT 0.52 0.39 0.52 0.45
BP-NN (1) 0.66 0.66 0.66 0.66
BP-NN (2) 0.66 0.66 0.66 0.66

Panel C: training/test set (0.75/0.25)
Quantitative DT 0.64 0.41 0.64 0.50

BP-NN (1) 0.61 0.60 0.61 0.60
BP-NN (2) 0.58 0.58 0.58 0.58

Text DT 0.64 0.63 0.64 0.64
BP-NN (1) 0.67 0.65 0.67 0.62
BP-NN (2) 0.67 0.65 0.67 0.62

Image DT 0.50 0.46 0.50 0.47
BP-NN (1) 0.61 0.56 0.61 0.55
BP-NN (2) 0.64 0.61 0.64 0.60

Bundled DT 0.50 0.43 0.50 0.45
BP-NN (1) 0.58 0.59 0.58 0.59
BP-NN (2) 0.61 0.62 0.61 0.62

3 Fn1: variables like “Bachelor,” “Master,” “Doctor,” 
“Abroad,” and “MBA” have the highest positive loadings, sug-
gesting that Fn1 is heavily influenced by educational and inter-
national experience factors. Fn2: “Internet” and “Member” 
have strong positive loadings, while “Technique” has a strong 
negative loading, indicating that this component might reflect 
a contrast between digital presence and technical aspects. Fn3: 
“Valuation” and “Target” show high positive loadings, suggest-
ing that this component may be driven by company valuation 
metrics. Fn4: “CEO” has a strong positive loading, indicating 
this component is significantly influenced by executive leader-
ship. Fn5: “Sharetrans” has a high negative loading, suggesting 
that this component might be associated with share transaction 
dynamics. Fn6: “Entrepre” and “Industry” have strong positive 
loadings, hinting that this component is likely linked to entre-
preneurial and industry-related factors.
4 Ft1: high positive loadings for Verb, Noun, and Length_
intro suggest this component is driven by syntactic structure 
and introductory content. Ft2: strong positive loading for 
Negative_t and negative loading for Positive_t indicate this 
component captures sentiment polarity, focusing on the dis-
tinction between positive and negative tones. Ft3: positive 
loadings for Similar_c ~ s and Similar_all, and a negative load-
ing for DNN, imply this component reflects content similarity 
and contrasts with deep neural network features. Ft4: negative 
loadings for Neutral_t, Adjective, and Number suggest this 
component is influenced by neutrality and descriptive ele-
ments. Ft5: high positive loading for Senti_title, along with 
positive contributions from Number and Length_intro, indi-
cate this component reflects the influence of title sentiment and 
content length.
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elements in shaping investor perception of crowd-
funding projects.5

Step two—SHAP Analysis: we then employ SHAP 
to distinguish the contributions of each PCA compo-
nent from different signal types. This technique quan-
tifies the impact of each component on the model’s 
predictions, providing a clearer and more integrated 
understanding of how these signals collectively influ-
ence outcomes, as recommended by Erel et al. (2021). 
SHAP assigns an importance value (SHAP value) to 
each feature based on its contribution to the model’s 
predictions, making it particularly effective for inter-
preting complex models like neural networks (Lund-
berg & Lee, 2017).

The SHAP plot (Fig. 4), displayed as a bar chart, 
highlights the mean absolute SHAP values to empha-
size the importance of each component. The analysis 
reveals that Fn4 (founder ownership) and Ft1 (lin-
guistic complexity) are the most critical features, 
with Fn4 showing a significant negative impact and 
Ft1 demonstrating a strong positive effect. Fn4, rep-
resenting founder ownership, negatively impacts pre-
dictions, possibly signaling rigidity or a reluctance 
to accept external input, which could detract from 
perceived growth potential. Additionally, Fn5’s nega-
tive association with share transaction dynamics sug-
gests that reduced equity transfers to crowd investors 
are perceived positively, signaling stability and long-
term commitment from founders. This preference for 
steady ownership over frequent changes likely reflects 
investor concerns about instability.

Overall, the Fn components exhibit strong positive 
contributions (+ 0.098), offset by notable negative 
effects (− 0.069). The Ft components show the low-
est positive impact (+ 0.078) but the highest negative 
influence (− 0.104), indicating that textual informa-
tion exerts a more volatile influence. In contrast, the 
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5 Fi1: high positive loadings for Photo, Beauty, and Youth 
suggest this component is driven by visual appeal and youth-
fulness. Male, Happy, and Neutral_i also contribute positively, 
while Fear has a slight negative influence. Fi2: Neutral_i 
strongly influences this component, with Happy showing a 
strong negative loading, indicating a contrast between neutral-
ity and positive emotions. Clarity also negatively contributes. 
Fi3: Fear and Clarity have strong positive loadings, making 
them key drivers of this component, while Male shows a nega-
tive influence.



Signaling and perceiving on equity crowdfunding decisions — a machine learning approach  

Vol.: (0123456789)

Fi components provide consistent positive contribu-
tions (+ 0.081), reflecting the importance of visual 
signals in investor decision-making.

In summary, the analysis shows that quantitative 
signals (Fn components) are the most influential in 
predicting crowdfunding success. Investors prioritize 
structured quantitative data, such as equity dynamics 
and project attributes, which align with their prefer-
ence for clarity and stability. Narrative texts (Ft com-
ponents) have a more volatile impact. While linguis-
tic complexity (Ft1) positively influences outcomes, 
unoriginal narratives (Ft3) and overly emotional tones 
in titles and descriptions (Ft5) and reduce credibil-
ity. This suggests that while narratives can enhance 
a campaign, they must be crafted carefully to avoid 
undermining investor confidence. Visual signals (Fi 
components) also play a significant role, particularly 
Fi1 (visual and demographic appeal). Fi1 has high 
positive loadings for beauty and youth suggest visual 
appeal and youthfulness can positively impress inves-
tors and lead to higher funding success, suggesting 
that visually appealing images are processed more 
efficiently through intuitive heuristics, leading to 
more accurate predictions of campaign success.

For entrepreneurs, these findings indicate that 
clear, stable quantitative information, coupled with 
a balanced narrative and authentic visuals, is most 
effective in signaling quality to investors. Traditional 
indicators like ownership structure or imitating suc-
cessful peers may have unintended negative effects, 
this highlights the complex ways in which different 
data components influence model predictions, reflect-
ing deeper investor concerns about authenticity, inno-
vation, and long-term stability.

6.5  Policy effects on distinctive signal types and 
combined portfolio

Equity crowdfunding in China faces challenges like 
poor project quality, unclear platform roles, and 
inadequate supervision, echoing issues from the P2P 
lending crisis. To address these, the Chinese govern-
ment introduced the 2016 Interim Measures, aimed 
at enhancing transparency and investor protection. 
Although originally designed for P2P lending, these 
regulations have significantly influenced equity 
crowdfunding by mandating comprehensive disclo-
sures and robust risk management practices, thus 
improving signal credibility and reducing information 

asymmetry (Ahlers et  al., 2015; Vismara, 2016). To 
assess the policy impact, we divide our sample into 
pre- and post-regulation periods to evaluate whether 
stricter disclosure requirements enhanced the predic-
tive accuracy of different types of information using 
machine learning models.

6.5.1  Policy impact on signal quality

The 2016 policy requires founders to disclose detailed 
project information, improving signal quality. Table  8 
shows that post-regulation, quantitative signals such 
as Firstholder, CEO attributes, and Internet presence 
became stronger predictors of success. This suggests that 
these indicators became clearer and more reliable, sup-
porting the notion that investors value structured quantita-
tive data. Text-based signals also see improvements, with 
enhanced readability and content alignment post-regula-
tion. Variables like title length and verb usage become 
more predictive, making textual content a more effective 
tool for signaling quality. Similarly, visual signals show 
improvements in clarity and portrayal of team members, 
although male representation in images become nega-
tively associated, indicating changing perceptions among 
investors. Overall, these regulatory measures have signif-
icantly enhanced signal quality, making them more reli-
able for predicting campaign success and helping inves-
tors make more informed decisions.

6.5.2  Impact on prediction accuracy

Table  9 compares prediction results before and after 
regulatory changes for different signal types and com-
bined signal bundles. For quantitative information 
(panel A), post-regulation, all models show a 14% 
average increase in accuracy. It is important to note 
that the quantitative signals remain largely similar after 
the regulatory intervention, as indicated in Table  3. 
Drawing on the theory of investor attention, we sug-
gest that effective noise control in crowdfunding post-
regulation enables investors to allocate more focus to 
quantitative information. This shift in attention contrib-
utes to the observed enhancement in accuracy. GB-DT 
consistently outperforms other models, highlighting its 
robustness in handling structured data.

For textual information (panel B), the regulatory 
impact on textual data is mixed. While DT, BP-NN 
(2), and RF-DT models show improved accuracy, 
BP-NN (1) and GB-BP-NN models perform worse. 
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This suggests that while text quality has improved, it 
is not uniformly leveraged by all models, possibly due 
to investors placing less emphasis on textual changes 
post-regulation or some models failing to fully lev-
erage the improved textual data. Additionally, the 
mixed results may point to underlying differences in 
how models process and interpret textual information.

Regarding the image information (panel C), 
despite better image quality post-regulation, pre-
dictive accuracy declines for most models except 
GB-DT. This finding aligns with Hypothesis 1a, sug-
gesting that visual signals are less critical in financial 
decision-making, even when improved.

Panel D presents the prediction results for bundled 
signals in a portfolio. All models show significant 
improvements post-regulation. BP-NN (1) achieves 
a 14% increase in accuracy from 0.62 to 0.76. This 
observed enhancement can be largely attributed to 
the overall improvement in transparency and cred-
ibility of information disclosure in the crowdfunding 
domain (as shown in Table  4), coupled with clearer 
regulatory frameworks, helps investors process 
diverse information more effectively.

In conclusion, the 2016 Interim Measures have 
significantly improved the information environment, 
enhancing signal clarity and reducing information 
asymmetry. Quantitative data remains the most valu-
able signal, with its predictive power strengthened 
post-regulation, as investors prioritize structured, 

reliable information. Textual signals, although 
improved, still play a supplementary role due to lim-
ited investor focus. Visual signals, while enhanced, 
continue to have minimal impact on prediction accu-
racy. For entrepreneurs, these findings highlight the 
importance of clear, credible quantitative disclosures 
to attract investors. While high-quality textual and 
visual signals support campaigns, they are less influ-
ential compared to robust quantitative information in 
signaling project quality and securing funding.

6.5.3  Placebo tests

To further validate our findings and isolate the impact 
of the 2016 Interim Measures, we conducted pla-
cebo tests using randomly selected dates as alterna-
tive benchmarks. This approach is consistent with the 
concept of placebo tests in econometrics, which are 
employed to verify the robustness of causal inferences 
(Imbens & Wooldridge, 2009). These tests help deter-
mine whether the observed improvements in predic-
tive performance can be specifically attributed to the 
regulatory changes or if they might be due to other 
factors, such as the natural learning curve of investors 
or random fluctuations in the data (Block et al., 2018; 
Vismara, 2018). We selected random dates, Apr 2014, 
Aug 2015, and June 2016, as alternative benchmarks 
to compare predictive performance across different 
time periods.

Fig. 4  Feature importance 
ranked by mean absolute 
SHAP values (positive and 
negative contributions). 
Note: the figures next to 
the bar chart are the mean 
of absolute SHAP values 
per component across our 
data set and are sorted by 
decreasing importance. The 
different colors highlight 
the correlations between 
each component and the 
predicted outcome. The 
black color means a feature 
is positively correlated with 
the predicted outcome, and 
the white color means a 
negative correlation
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The results presented in Table 10 provide evidence 
supporting the causal inference of the policy effect. By 
examining the predictive performance both before and 

after the August 2016 policy implementation and com-
paring these with randomly selected alternative dates, 
a distinct pattern emerges. Specifically, following the 

Table 8  Impact of policy 
on difference between 
successful and failed 
campaigns

Before regulation After regulation

Variables Fail (34) Success (61) Mean-Diff Fail (18) Success (31) Mean-Diff

Panel A: numerical
Target 0.064 0.094  − 0.031  − 0.252  − 0.110  − 0.142
Startlimit  − 0.111 0.080  − 0.191  − 0.103 0.025  − 0.128
Valuation 0.265  − 0.110 0.376  − 0.025  − 0.059 0.0340
Sharetrans  − 0.233 0.206  − 0.439*  − 0.183  − 0.044  − 0.139
Firstholder  − 0.438  − 0.180  − 0.258 0.069 0.794  − 0.725**
CEO 0.265 0.377  − 0.112 0.222 0.613  − 0.391***
Internet 0.471 0.590  − 0.120 0.444 0.742  − 0.297**
Technique 0.118 0.066 0.052 0.111 0.032 0.079
Market 0.912 0.934  − 0.023 0.889 0.968  − 0.079
Member 0.294  − 0.055 0.348**  − 0.278  − 0.053  − 0.225
Entrepre 0.176  − 0.093 0.269 0.174  − 0.112 0.286
Industry 0.375 0.092 0.283  − 0.355  − 0.386 0.031
Bachelor  − 0.144  − 0.070  − 0.074  − 0.043 0.322  − 0.365
Master 0.023 0.041  − 0.018 0.283  − 0.269 0.552*
Doctor 0.062 0.090  − 0.028  − 0.291  − 0.076  − 0.215
MBA  − 0.066 0.145  − 0.212  − 0.367 0  − 0.366
Abroad  − 0.127 0.183  − 0.310  − 0.090  − 0.170 0.080
Other  − 0.116 0.142  − 0.258  − 0.318 0.0310  − 0.349
Panel B: text
Positive_t 0.971 0.902 0.069 0.833 0.806 0.027
Negative_t 0.029 0.066  − 0.036 0.056 0.129  − 0.073
Neutral_t 0 0.033  − 0.033 0.111 0.065 0.047
Senti_title 0.079 0.065 0.014 0.115  − 0.280 0.395
Length_title  − 0.011 0.054  − 0.065 0.393  − 0.322 0.715***
Length_intro 0.147 0.208  − 0.062  − 0.519  − 0.270  − 0.249
Verb 0.090 0.115  − 0.025  − 0.528  − 0.018  − 0.511**
Noum 0.135 0.113 0.022  − 0.362  − 0.159  − 0.203
Adjv 0.208 0.079 0.130  − 0.137  − 0.303 0.166
Readability 0.064  − 0.231 0.294 0.275 0.225 0.051
Similar_fund  − 0.116  − 0.058  − 0.058 0.106 0.180  − 0.075
Similar_class  − 0.226 0.227  − 0.453*  − 0.268  − 0.042  − 0.226
Similar_all 0.088  − 0.014 0.102  − 0.132 0.008  − 0.140
Panel C: image
Clarity  − 0.144  − 0.083  − 0.061 0.683  − 0.075 0.758**
Youth 0.012  − 0.244 0.256 0.485 0.185 0.300*
Beauty  − 0.179  − 0.218 0.039 0.322 0.438  − 0.116
Male 0.061  − 0.085 0.146  − 0.261 0.252  − 0.512*
Happy 0.009 0.128  − 0.119  − 0.049  − 0.232 0.183
Fear  − 0.083 0.113  − 0.197  − 0.083  − 0.083 0
Neutral_i  − 0.051  − 0.387 0.336** 0.334 0.623  − 0.290
NumPho  − 0.123  − 0.257 0.133 0.478 0.362 0.115



 J. Yang et al.

Vol:. (1234567890)

Table 9  Impact of policy 
by signal types and 
combined portfolio

Classifier/data Acc Prec Rec F1

Panel A: numerical
Base learner DT Before 0.55 0.58 0.55 0.56

After 0.65 0.64 0.65 0.65
BP-NN (1) Before 0.52 0.50 0.52 0.51

After 0.67 0.66 0.67 0.65
BP-NN (2) Before 0.52 0.50 0.52 0.51

After 0.69 0.68 0.69 0.67
Ensemble learning RF-DT Before 0.45 0.39 0.45 0.41

After 0.67 0.66 0.67 0.63
GB-DT Before 0.59 0.38 0.59 0.46

After 0.69 0.68 0.69 0.67
GB-BP (1) Before 0.55 0.53 0.55 0.53

After 0.67 0.66 0.67 0.63
GB-BP (2) Before 0.52 0.50 0.52 0.51

After 0.67 0.66 0.67 0.63
Panel B: text
Base learner DT Before 0.52 0.52 0.52 0.52

After 0.57 0.60 0.57 0.58
BP-NN (1) Before 0.59 0.51 0.59 0.51

After 0.57 0.59 0.57 0.58
BP-NN (2) Before 0.52 0.48 0.52 0.49

After 0.61 0.61 0.61 0.61
Ensemble learning RF-DT Before 0.52 0.48 0.52 0.49

After 0.57 0.56 0.57 0.56
GB-DT Before 0.48 0.45 0.48 0.46

After 0.49 0.50 0.49 0.49
GB-BP (1) Before 0.66 0.78 0.66 0.55

After 0.51 0.52 0.51 0.51
GB-BP (2) Before 0.66 0.78 0.66 0.55

After 0.55 0.56 0.55 0.56
Panel C: image
Base learner DT Before 0.69 0.68 0.69 0.68

After 0.57 0.58 0.57 0.57
BP-NN (1) Before 0.62 0.58 0.62 0.53

After 0.49 0.40 0.49 0.44
BP-NN (2) Before 0.69 0.71 0.69 0.64

After 0.51 0.48 0.51 0.49
Ensemble learning RF-DT Before 0.72 0.72 0.72 0.72

After 0.69 0.68 0.69 0.67
GB-DT Before 0.62 0.63 0.62 0.62

After 0.69 0.70 0.69 0.65
GB-BP (1) Before 0.66 0.66 0.66 0.59

After 0.53 0.50 0.53 0.51
GB-BP (2) Before 0.62 0.58 0.62 0.53

After 0.49 0.40 0.49 0.44
Panel D: signal portfolio
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August 2016 policy change, there is a general increase 
in accuracy scores across all models and signal types. 
Notable improvements are observed in models such as 
DT, BP-NN (1), and BP-NN (2), which demonstrate 
substantial gains across panels A (numerical) and 
C (image). In panel B (text), the DT and BP-NN (2) 
models also show notable improvements.

In contrast, the results for the placebo dates, April 
2014, August 2015, and June 2016, do not show con-
sistent improvements. For instance, in April 2014, 
accuracy scores for DT, BP-NN (1), and BP-NN 
(2) dropped significantly in both panel B (text) and 
panel C (image). In panel A (numerical), BP-NN (1) 
and BP-NN (2) also experience declines, while DT 
remain stable. Similarly, June 2016 sees a general 
decrease in accuracy across all panels, with only mar-
ginal gains for BP-NN (1) and BP-NN (2) in panel B 
(text). In August 2015, accuracy scores for all three 
models decline in panel B (text), while results in pan-
els A (numerical) and C (image) are mixed, showing 
notable decreases alongside some slight increases.

This pattern indicates that the substantial improve-
ments in predictive accuracy are closely linked to the 
August 2016 policy implementation, as similar gains 
are not widely observed at other randomly selected 
dates. Therefore, enhanced decision-making efficiency 
and reduced noise in equity crowdfunding can be 

attributed to the 2016 Interim Measures, rather than to 
random factors or the natural progression of the mar-
ket. The policy appears to have played a crucial role 
in improving the information environment in China’s 
equity crowdfunding market.

7  Robustness tests

To address concerns about the small sample size, 
we conduct two robustness checks using the tests 
described in Section 5.2.

7.1  Reduced dimensions

First, we reduce the feature dimensions to focus on 
the most critical variables, aiming to minimize com-
plexity and prevent overfitting. Specifically, we pre-
viously reported deriving 6 components from the 
initial 18 quantitative variables, 5 components from 
the initial 13 text variables, and 3 components from 
the initial 8 image variables (Table 7). Table 11 here 
presents the prediction accuracy of these 14 com-
ponents when used with the same model to predict 
equity crowdfunding success. The analysis shows that 
incorporating these PCA components does not sig-
nificantly alter our overall findings, indicating that the 

Note: DT decision tree, BP-NN backpropagation neural networks, BP-NN (1) single-layer BP-NN, 
BP-NN (2) two-layer BP-NN, RF random forest, GB gradient boosting

Table 9  (continued) Classifier/data Acc Prec Rec F1

Base learner DT Before 0.48 0.47 0.48 0.48

After 0.59 0.57 0.59 0.58

BP-NN (1) Before 0.62 0.60 0.62 0.61

After 0.76 0.75 0.76 0.75

BP-NN (2) Before 0.62 0.60 0.62 0.61

After 0.73 0.73 0.73 0.73
Ensemble learning RF-DT Before 0.52 0.36 0.52 0.42

After 0.71 0.75 0.71 0.67
GB-DT Before 0.48 0.45 0.48 0.46

After 0.59 0.58 0.59 0.59
GB-BP (1) Before 0.59 0.57 0.59 0.58

After 0.67 0.68 0.67 0.68
GB-BP (2) Before 0.55 0.54 0.55 0.55

After 0.63 0.64 0.63 0.64
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model’s performance remains consistent despite the 
dimensionality reduction.

7.2  Alternative sample

Second, we enhance our analysis by incorporating 
data from an additional platform to further validate 
our findings. JD Finance and Dreammove are two 
platforms that scholars often utilize when studying 
equity crowdfunding in China (Chen & Ma, 2023; 
Zhao et al., 2021).6 Dreammove has accumulated a 
total of 182 financing projects, with a cumulative 
financing amount of 269.09 million RMB and a total 
of 43,762 certified investors since its establishment. 
In contrast, JD Finance has been involved in 103 
projects, with financing exceeding 1267.54 million 

RMB, and it boasts the participation of 80,131 indi-
viduals in equity investments.7 To assess the robust-
ness of our results, we conduct a similar analysis 
using the projects from JD Finance based on our 
model. The details of this analysis can be found in 
Table  15 in the Appendix, which reports the mean 
differences in common features between these two 
platforms.

To assess the robustness of our findings, we 
employ two additional samples for analysis. First, 
we apply our models to conduct the same analysis 
on a sample of 93 projects from JD Finance. Sec-
ond, we combine the samples from Dreammove 
and JD Finance, totaling 237 projects, based on 
common features. The results of these analyses 
are presented in panel A and panel B of Table 12, 
respectively. We cannot report the results for image 
information when analyzing the sample with JD 
Finance projects, because JD Finance is no longer 
publicly accessible. In general, our findings indicate 

Table 10  Classification 
results of bundled signals 
over different sample 
periods

Note: 08.2016 (August 
2016) is the policy issue 
date of Interim Measures. 
We randomly select April 
2014 (04.2014), Aug 2015 
(08.2015), and June 2016 
(06.2016) as the cutting 
point of our sample to 
test whether there is a 
significant improvement of 
Acc. value after the selected 
dates

Classifier/data Acc Acc Acc Acc

Panel A: numerical 08.2016 04.2014 08.2015 06.2016
Base learner DT Before 0.55 0.71 0.58 0.69

After 0.65 0.71 0.67 0.66
BP-NN (1) Before 0.52 0.75 0.67 0.77

After 0.67 0.59 0.66 0.68
BP-NN (2) Before 0.52 0.67 0.67 0.77

After 0.69 0.62 0.67 0.64
Panel B: text
Base learner DT Before 0.52 0.67 0.67 0.62

After 0.57 0.55 0.59 0.58
BP-NN (1) Before 0.59 0.58 0.75 0.54

After 0.57 0.52 0.52 0.56
BP-NN (2) Before 0.52 0.54 0.75 0.46

After 0.61 0.50 0.52 0.51
Panel C: image
Base learner DT Before 0.48 0.75 0.50 0.81

After 0.59 0.50 0.55 0.47
BP-NN (1) Before 0.62 0.71 0.83 0.77

After 0.76 0.55 0.57 0.53
BP-NN (2) Before 0.62 0.67 0.75 0.77

After 0.73 0.55 0.56 0.53

6 These two platforms exhibit significant differences in their 
operational focus. JD Finance operates as an investor-led 
equity crowdfunding platform with a particular emphasis on 
the influence of lead institutional investors on project success. 
On the other hand, Dreammove does not feature well-known 
lead investors and places a greater emphasis on small and 
microcrow investors. The scale of projects on Dreammove is 
comparatively smaller than those on JD Finance.

7 Our observations are less than 182 and 103 due to the miss-
ing data of some key variables.
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that both quantitative and textual information hold 
predictive power for equity crowdfunding project 
outcomes. Quantitative information is more effec-
tively utilized by the DT model, while BP-NN per-
forms better with textual and bundled information. 
These findings align with our primary results.

8  Conclusion

Our study explores the interplay between signaling 
and perception in shaping the investment decisions 
of crowd investors in crowdfunding projects. While 
classical signaling theory typically focuses on how 
different types of signals influence investment deci-
sions from the senders’ perspective (Bi et al., 2017; 
Calic & Shevchenko, 2020), our findings empha-
size the crucial role of signal perception from the 
receivers’ standpoint in determining crowdfund-
ing success. To replicate human thought processes, 
we use DT and BP-NN models as base learners 
and further enhance their predictive accuracy with 
ensemble algorithms.

A key insight from our research is the supe-
rior effectiveness of quantitative information over 
qualitative data, such as text and images, in con-
veying valuable insights to investors. The struc-
tured nature of quantitative data demands less 
cognitive effort compared to the complexity and 
ambiguity of qualitative information. When pro-
cessed together, quantitative and qualitative signals 
increase complexity, necessitating higher analytical 
effort. This suggests that investors tend to allocate 
more attention to quantitative data, which enhances 
its predictive power in equity crowdfunding. From 
an institutional perspective, we find that regula-
tory measures significantly impact the effectiveness 
of signals in crowdfunding. Enhanced regulations 
focused on information disclosure help mitigate 
noise in the crowdfunding environment, thereby 
improving the quality of disclosed information. 
This leads to better information processing and 
more informed investment decisions. Our findings 
demonstrate that regulations promoting transpar-
ency and standardization in disclosures contribute 
to a more stable and trustworthy crowdfunding 
market.

Our research builds on Johan and Zhang (2020) 
by assessing the effectiveness of three distinct types 

of signals—quantitative, text, and image—within the 
fundraising context. We extend beyond the exami-
nation of qualitative business information alone by 
selecting data processing methods tailored to each 
information type’s unique characteristics. This ena-
bles us to evaluate information processing effective-
ness based on complexity and ambiguity. The study 
offers practical implications for entrepreneurs, inves-
tors, and policymakers. Entrepreneurs should prior-
itize providing clear and concise quantitative infor-
mation to attract investors. Investors, in turn, should 
use appropriate models for each signal type to opti-
mize decision-making. Policymakers can improve 
the crowdfunding ecosystem through regulations 
that enhance signal quality and reduce information 
asymmetry, fostering sustainable development in the 
sector.

However, our study has limitations related to 
sample size and the use of machine learning mod-
els in addressing endogeneity issues. Our sample 
size is relatively small, with 144 projects included 
in our main test due to data availability from 
Dreammove and the constraints imposed by the 
Interim Measures. To augment the sample size, we 
incorporate data from JD Finance for robustness 
check, adding 93 projects, though differences in 
data formats pose challenges. Future research could 
benefit from aggregating data across multiple plat-
forms to expand the sample size (Cumming et  al., 
2019a; Rossi & Vismara, 2018). Additionally, 

Table 11  Robustness check: classification results of PCA

Note: DT decision tree, BP-NN backpropagation neural net-
works, BP-NN (1) single-layer BP-NN, BP-NN (2) two-layer 
BP-NN, RF random forest, GB gradient boosting

Classifier/data Acc Prec Rec F1

Numerical DT 0.63 0.71 0.63 0.63
BP-NN (1) 0.63 0.62 0.63 0.62
BP-NN (2) 0.63 0.62 0.63 0.62

Text DT 0.58 0.59 0.58 0.59
BP-NN (1) 0.65 0.42 0.65 0.51
BP-NN (2) 0.65 0.42 0.65 0.51

Image DT 0.40 0.41 0.40 0.40
BP-NN (1) 0.65 0.42 0.65 0.51
BP-NN (2) 0.65 0.42 0.65 0.51

Bundled DT 0.60 0.59 0.60 0.59
BP-NN (1) 0.72 0.71 0.72 0.72
BP-NN (2) 0.74 0.75 0.74 0.75
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standard machine learning estimators often strug-
gle to identify causal relationships when dealing 
with endogenous regressors. In our study, we use 
machine learning methods with high-dimensional 
input features, which focus more on learning cor-
relations to improve predictive performance rather 
than estimating specific causal parameters, as tra-
ditional econometric models do (Athey & Imbens, 

2019). Although we attempt to mitigate endogene-
ity concerns by using the Interim Measures policy 
for identifying subgroups with different treatment 
effects and conducting placebo tests, endogene-
ity issues cannot be entirely resolved in our study. 
Future research could expand the sample size and 
employ methodologies suggested by Guo et  al. 
(2022) to draw causal inferences about policy 
effects or investigate the impact of specific vari-
ables on our findings using explainable machine 
learning or traditional econometric models. Fur-
thermore, we assume that investors uniformly per-
ceive regulatory policies. However, it is crucial to 
acknowledge that investors’ perceptions of regula-
tory policies may affect their views on risk assess-
ment, compliance, and crowdfunding investment 
decisions. Future research could leverage machine 
learning techniques to identify patterns and senti-
ments related to regulatory policies and assess how 
these perceptions influence investment decisions.
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Table 12  Robustness check: classification results over differ-
ent samples

Note: the projects in JD Finance in our sample all achieved 
the target amount, and many exceeded the target amount. We 
code output variable as 1 if the actual amount exceeded target 
amount, otherwise coded as 0

Classifier/data Acc Prec Rec F1

Panel A: sample from JD 
Finance

Numerical DT 0.82 0.81 0.82 0.81
BP-NN (1) 0.75 0.66 0.75 0.70
BP-NN (2) 0.79 0.67 0.79 0.72

Text DT 0.68 0.74 0.68 0.70
BP-NN (1) 0.75 0.77 0.75 0.76
BP-NN (2) 0.71 0.76 0.71 0.73

Bundled DT 0.82 0.67 0.82 0.74
BP-NN (1) 0.79 0.75 0.79 0.76
BP-NN (2) 0.79 0.75 0.79 0.76

Panel B: an integrated sample from two platforms
Numerical DT 0.70 0.49 0.70 0.58

BP-NN (1) 0.69 0.59 0.69 0.59
BP-NN (2) 0.71 0.69 0.71 0.65

Text DT 0.59 0.62 0.59 0.60
BP-NN (1) 0.70 0.65 0.70 0.61
BP-NN (2) 0.70 0.65 0.70 0.61

Bundled DT 0.70 0.49 0.70 0.58
BP-NN (1) 0.71 0.72 0.71 0.72
BP-NN (2) 0.66 0.66 0.66 0.66
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Appendix 2

Algorithmic derivation formulas for machine learning 
models.

1. General process for machine learning

Supposing that the training dataset is 
T =

{(
x1, y1

)
,
(
x2, y2

)
,⋯ , (xN , yN)

}
 , where xi is input 

variable, and yi = {−1,1} is output variable.
Machine learning involves two processes: learning 

and prediction. In the learning process, we obtain a 
decision function Y = f̂ (X) by learning from the given 
training dataset. In the prediction process, the predic-
tion system gives the corresponding output yN+1 by 
the model YN+1 = f̂ (XN+1) for the input xN+1.

Learning algorithm selects the best model in train-
ing dataset by minimizing the difference between 
model output f̂ (xi) and sample output yi . We use loss 
function L(Y , f (x)) to measure prediction error. We 
select the optimal model based on the criterion of 
minimizing the expectation of loss function. How-
ever, the joint distribution of input and output varia-
bles is unknown, we cannot calculate the expectation 
of loss function. Therefore, empirical risk 
Remp(f ) =

1

N

∑N

i=1
L(yi, f (xi)) is used instead of 

expected loss. In all, to find the optimal model is to 
solve the optimization problem for the target function 
min
��Γ

1

N

∑N

i=1
L
�
yi, f

�
xi
��

.

2. Decision tree (DT)

Expression of DT. DT is a tree-structured classi-
fier, where internal nodes represent the features of 
a dataset, branches represent the decision rules, and 
each leaf node represents the outcome, all data being 
in root node before splitting (Breiman et  al., 2017). 
Supposing that we have classified the feature space 
into J regions R1,R2,⋯ ,RJ , there is a specified out-
put value cj in each region J, the classification tree 
model can be expressed as follows:

f (x) =

J∑

j=1

cjI(x�Rj)

cj = argmax
yi��

∑

xi�Rj

I (̂f
(
xi
)
= yi)

where xi(i = 1, 2, 3,⋯N) is the input feature vector of 
training set, and yi ∈ Y = {0,1} is the prediction label 
of training set. I(∙) is an indicator function that equals 
one if x is in Rj and zero otherwise. The optimal cj 
is calculated by the rule of “majority vote,” which 
means the mostly commonly occurring class in the 
classification process. It returns the actual label of yi 
when the number of correct predictions ( ̂f

(
xi
)
= yi ) 

is maximized in each region Rj

Generation of DT. We use Gini index to generate 
decision tree. For binary classification, if the probabil-
ity of sample belonging to the first class is p, then the 
Gini index of the probability distribution is

We divide sample set D into D1 and D2 based on 
whether the feature A equals a:

D1 = {(x, y)�D|A(x) = a},D2 = D− D1

Condition on feature A, the Gini index of set D can 
be defined as follows:

Then, we select the feature with the smallest Gini 
index and its corresponding critical value as the 
optimal feature and splitting point.

Pruning of DT. If we take 0–1 loss function for 
example, the target function is as follows:

where J represents subtree, and it is contained in the 
biggest tree Jmax ( J ⊆ Jmax ). The complexity of sub-
tree J is the number of terminal nodes |J| . � ∙ |J| is the 
penalization term for the complexity of tree. Then, 
we minimize the sum of cost and complexity penalty 
terms by search for the optimal �:

Gini(p) = 2p(1 − p)

Gini(D,A) =
||D1

||
|D|

Gini
(
D1

)
+

||D2
||

|D|
Gini

(
D2

)

min
J

|J|∑

j=1

∑

xi�Rj

I
(
yi ≠ f̂

(
xi
))

+ � ∙ |J|

� = min(�, g(j))

g(t) =
C(j) − C(Rj)

|||Rj
||| − 1
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where C(j) and C(Rj) are the empirical function of 
single node j and root node j, respectively. |||Rj

||| is the 
number of leaf node in subtree Rj.

3. Backpropagation neural network (BP-NN)

BP-NN is developed by Rumelhart et al. (1986). The 
expression of BP-NN is as follows:

where (wi, bi) are the weight and intercept parameters 
for neural unit i . f (∙) is the activation function, and �i 
is the parameter to connect hidden layer and output 
layer. m represents the number of neural units.

In order to find the optimal parameter W∗ for 
W (parameter vector contains all parameters in the 
BP-NN) , we need to minimize the cost function:

Then, we use gradient descent (partial derivative for 
W by back propagation) to update W , until the error 
term �L

�(f (wi�x+bi))
 equals 0:

4. Ensemble learning
We combine base learner to construct a strong 

learner, which called ensemble learning, such as RF 
and GB (Friedman, 2001). The binary classification 
algorithm of GB is as follows:

First, we use the prior probability to initialize the 
first weak base learner as.

F0(x) = log
P(Y=1|x)

1−P(Y=1|x)

where P(Y = 1|x) is the sample ratio of y = 1 in train-
ing sample.

Then, for m = 1,2,⋯ ,M , we do the following 
loop:

a. Calculating the pseudo residuals for base learner 
m for i = 1,2,⋯ ,N

G(x) =

m∑

i=1

�if (wi�x + bi)

W∗ = argmin
W

1

n

n∑

i=1

L(yi,G
(
xi;W

)
)

W = W − �
�L(yi,G

(
xi;W

)
)

�W

b. Based on rm,i to fit a tree, get the leaf nodes area 
Rm,j, j = 1,2,⋯ , J for base learner m.

c. For j = 1,2,⋯ , J , calculate

d. Replace the strong learner as

Finally, we get the expression for the strong learner:
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