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Figure 1: From left to right: Audio-only, Video, and 3D Avatar representations of the remote therapist being compared.

ABSTRACT

Recent advancements in technology have improved rehabilitation
through tele-rehabilitation, offering flexible and personalized care
with remote monitoring. Interactive “exergames” using eXtended
Reality (XR) enhance treatment by combining traditional methods
with digital gaming. However, there is limited research on virtual
therapist representations. This study evaluates three techniques for
therapist representation in Mixed Reality (MR) tele-rehabilitation:
audio-only, video, and 3D avatar. Using a collaborative exergame
for upper limb rehabilitation in Multiple Sclerosis (MS) patients,
the study assesses these methods based on peer acceptance, user
experience, social and co-presence, and naturalness, aiming to op-
timize therapist representation in MR-enabled tele-rehabilitation
contexts.

Index Terms: Telerehabilitation, Extended Reality, Mixed Real-
ity, Avatars, Exergames, Multiple Sclerosis

1 INTRODUCTION

In rehabilitation, therapist-patient relationships go beyond educa-
tion and physical interventions, with holistic techniques enhanc-
ing care and communication [13]. When on-site interaction isn’t
possible, tele-rehabilitation offers flexible, individualized care with
continuous remote monitoring thanks to recent technological ad-
vancements. eXtended Reality (XR), particularly effective in this
context, creates immersive Virtual Environments (VEs) where pa-
tients can interact with a virtual therapist [4]. Specifically, Mixed
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Reality (MR) allows patients to engage with virtual elements and
people while remaining in familiar settings like their homes.

In tele-rehabilitation, collaboration is crucial, as human-to-
human interaction conveys specific sensations that facilitate effec-
tive collaborative tasks. Several studies have focused on patient
interactions with virtual therapists in XR-based rehabilitation [4].

Traditionally, telerehabilitation utilized phone calls (audio) and
video conferencing (audio and video) [11], allowing therapists to
interact with patients and observe task execution to provide feed-
back. In XR-based applications, therapists are often represented
as avatars [4]. These avatars, which guide patients, typically use
predefined animations rather than real-time movements [7, 21].

Exergames, or physical movement-based video games, widely
used in XR contexts, have been shown to improve user enjoyment
and reduce anxiety and stress in rehabilitation [5, 14, 17]. However,
they often overlook the importance of therapist presence and guid-
ance, which is essential for enhancing human-to-human interaction
and movement assistance. Considering this, empowering therapists
to personalize rehabilitation sessions with movements and feedback
tailored to each patient would be valuable [4].

Building on the above considerations, this study aims to identify
the most effective therapist representation in tele-rehabilitation by
comparing three techniques: audio-only, video, and 3D avatar. We
will evaluate aspects such as realism, attractiveness, behavior nat-
uralness, co-presence, perceived security, engagement, and emo-
tional/physical support. This goal is pursued using a case study of
an MR-based exergame for upper limb tele-rehabilitation in Mul-
tiple Sclerosis (MS) patients. The therapist can provide real-time
feedback, allowing them to tailor sessions to the patient’s abilities
and progress, making adjustments in difficulty as needed [8]. The
hypothesis is that a 3D avatar will enhance patient engagement and
co-presence more effectively than other types of representations,
despite the higher fidelity of the video feed. Furthermore, it is also
hypothesized that 3D avatars are more effective than audio-only or
video representations in providing feedback and guidance for mo-
tor rehabilitation thanks to the possibility to display movements in
three dimensions.



2 BACKGROUND

A large number of studies have explored the role of XR in
(tele)rehabilitation and exergames [1, 6, 14].

A notable early example is the work by Piron et al. [18], which
focuses on tele-rehabilitation for post-stroke patients. They use a
3D motion tracking system to create a VE that represents the pa-
tient’s movement. Simultaneously, the therapist is displayed within
a Virtual Reality (VR) environment via an audio and video feed,
effectively integrating traditional video conferencing into the VR
experience to support the patient during exercises. Although results
indicated that this method is comparable to on-site VR rehabilita-
tion, the absence of a three-dimensional representation of the thera-
pist may limit the effectiveness of demonstrating physical exercises
involving any type of movement.

Sousa et al. [22] explore the use of Augmented Reality (AR)
technology to enhance rehabilitation exercises with automatic real-
time feedback. This system addresses the limitations of in-person
sessions by offering an alternative to traditional tele-rehabilitation
through visual guidance and automatic feedback, improving patient
performance and ensuring correct movement execution while re-
ducing injury risks. Leveraging MediaPipe to track the full-body
pose of the patient, the system enables precise evaluation of exer-
cise correctness and allows patients to identify areas for improve-
ment. However, while automatic feedback is beneficial compared to
no feedback, algorithms may struggle to accurately assess patients
with varying characteristics. In such cases, having a human ther-
apist, even remotely, provides more precise and tailored feedback
for individual patients.

In this direction, Sobota et al. [21] evaluated the possibility for
a therapist to connect remotely to a VR-based exergame for upper
limb rehabilitation, allowing them to observe the patient and pro-
vide real-time feedback. In this setup, both users are represented by
humanoid 3D avatars, with communication occurring through body
language or short text messages displayed on a VR panel. The main
limitations of this solution are the lack of a verbal communication
channel and the inability to convey facial expressions, which are
crucial for effective interaction between patient and therapist.

Although the use of virtual and remote therapists has been ex-
tensively studied, many XR exergames do not incorporate either
option, focusing instead on tasks performed independently and pro-
viding feedback solely through game performance metrics. For ex-
ample, Macaluso et al. [15] studied the use of wearable MR for a re-
habilitation task related to multiple sclerosis. Users equipped with
a Microsoft HoloLens 2 play a game designed to stimulate specific
arm movements by grabbing a virtual object (a cube) and placing
it onto various cells of a virtual chessboard. During the task, tar-
get cells change color over time to indicate their status, and a score
is provided based on the accuracy of task execution, enhancing the
gamification aspect. Later, Tanda et al. [23] explored incorporat-
ing bi-manual tasks, which are commonly required for activities of
daily living, into multiple sclerosis rehabilitation. They modified
the original task from Macaluso et al. [15] to require manipulation
of a physical prop instead of a virtual cube. This setup used an ex-
ternal camera system and 2D markers to track the physical object, in
addition to the HoloLens 2. In both cases, a key limitation is that the
systems cannot automatically assess the quality of the movements
performed by the user during rehabilitation tasks. In this context, a
remote therapist could offer real-time, precise feedback and correct
execution errors, thereby enhancing the tool’s effectiveness.

There are numerous ways to represent avatars in multi-user XR
contexts [24, 25] and various methodologies for depicting virtual
or remote therapists in tele-rehabilitation [4]. Some studies have
explored non-human representations to make the experience more
game-like [17], but such representations are often deemed unsuit-
able for rehabilitation tasks [4]. For example, in [20], poor avatar
characterization (represented as spheres) led to user discomfort.

Therefore, identifying the most suitable VR avatar representation
for a specific use case is not straightforward [3].

Based on this review, the proposed work compares two method-
ologies for representing remote therapists in XR-based tele-
rehabilitation: video conferencing and 3D avatars. To provide a
comprehensive evaluation, a third audio-only variant, a traditional
method in non-VR tele-rehabilitation [11], is also included. The
study uses the exergame from [15, 23], as it represents typical reha-
bilitation tasks for the medical condition and is suitable for incor-
porating remote supervision by a therapist.

3 MATERIALS AND METHODS

This section introduces the exergame that has been developed for
the study and provides implementation details for the considered
therapist representations.

3.1 Original Exergame Design

As mentioned in Section 2, the exergame considered in this study
draws inspiration from the one investigated in [15, 23], which is
based on the repeated placement of a virtual object (i.e., a yellow
cube) on a virtual chessboard (organized as a 3 × 3 grid). The
player (patient), equipped with a Microsoft HoloLens 2, can inter-
act with the cube and the grid tiles using hand tracking. Initially,
a random tile becomes active and starts glowing green. An active
tile represents a correct target for the rehabilitation movement per-
formed with the cube. The patient scores 1 point for each green tile
the cube moves over. Other tiles, glowing red, serve as incorrect
targets and trigger audio-visual feedback if the cube reaches them,
although these errors do not result in a point deduction. Active
tiles alternate between green and red every two seconds, with a pur-
ple indicator during the transition. The objective of the game is to
achieve the highest score by guiding the cube across the green tiles.
This set of movements also constitutes the rehabilitation routine of
the exergame.

3.2 Modifications to the Exergame

The new iteration of the exergame was developed, using Unity
2022.3 and MRTK1 v2.7, similar to the original work [15].

For the purpose of the study, the original application has been in-
tegrated with multi-user capabilities. To this aim, Mirror2, a high-
level networking library for Unity was used to create a client-server
architecture letting users (i.e., patients, playing the game, and re-
mote therapists) to connect to a shared VE. The objective is to en-
able the therapist to observe the patient during the experience, as
well as to provide real-time feedback and support the correct exe-
cution. The Mirror server is hosted on the desktop PC, which runs
the therapist’s side of the multiplayer application. The patient, iden-
tified as a client, joins the experience through an instance deployed
and running on an MR device.

Regardless of the therapist’s representation, the following key
features were be implemented to enable therapist-patient interac-
tion:

• Visualization of the patient: the therapist, from his or her point
of view, can see only a simple representation of the patient
in which head and hands are visualized through cube objects
moving in real time (Fig. 2). Patient’s hand and head positions
and rotations were managed using Mirror’s SyncVars, which
allow automatic synchronization between the server side and
client side. As soon as the patient moves, the server updates
the SyncVars, propagating the updates to the client(s).

1MRTK: https://tinyurl.com/43xhv4tf
2Mirror: https://mirror-networking.com/
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• Audio transmission: voice transmission was handled using the
Dissonance VOIP plugin3, a high-quality, low-latency voice
chat system for Unity, ideal for MR applications. This choice
was motivated by the high flexibility and ease of integration
with Mirror.

3.3 Therapist Representation Techniques
In the following, details for three considered representation tech-
niques for the remote therapist are discussed (Fig. 1):

Figure 2: Representation of the patient’s head and hands as seen by
the remote therapist.

• The Audio-only technique is the simplest from an implemen-
tation perspective. It requires only the addition of a bidirec-
tional audio channel to the original exergame’s functionali-
ties, a feature common to all three conditions. As mentioned
earlier, this mode was included because it is considered a tra-
ditional method for tele-rehabilitation [11].

• Video conferencing, hereafter referred to as Video, is one
of the most common configurations in both traditional tele-
rehabilitation [11] and VR contexts [18]. It is achieved by
synchronizing a video feed with the audio stream. Originally
designed for desktop screens, in VR it involves simulating a
2D screen within the environment to display the video feed.
Unlike the audio-only setup, this allows the patient to see the
therapist in real-time through a webcam. The MixedReality
WebRTC4 library was used for video and audio streaming,
avoiding Dissonance for the audio transmission to prevent
desynchronization.

• The last technique, labeled 3D Avatar, allows for the visu-
alization of a therapist’s realistic representation in the vir-
tual scene. In literature, various methods for controlling an
avatar representation have been proposed, ranging from pre-
defined playback of animations to real-time tracking using
motion capture systems. Additionally, avatars can exhibit dif-
ferent levels of expressiveness, from featureless faces to fa-
cial movement approximation algorithms, and even real-time
facial tracking. In general, full-body realistic avatars [3] with
direct facial tracking [24] are perceived as superior from var-
ious perspectives. For this reason, it was decided to opt for a
realistic looking full-body representation, with the support of
facial tracking.

To achieve these functionalities required for the 3D Avatar tech-
nique, while minimizing the need for expensive hardware and com-
plex setup for the therapist, the Google MediaPipe computer vision
suite was chosen. Using MediaPipe, a standard webcam can pro-
vide full-body skeleton tracking of the therapist, which can then be

3Dissonance Voice Chat: https://tinyurl.com/mr3wk4zj
4MixedReality WebRTC: https://tinyurl.com/yn2d8437

applied to any appropriately rigged virtual avatar. It also allows for
capturing a texture of the therapist’s face from a photo to apply to
the avatar (by means of MediaPipe Face Mesh5) and enables real-
time tracking of facial expressions.

The MediaPipe Unity Plugin6, was employed to integrates Medi-
aPipe framework with Unity. MediaPipe provides specialized ma-
chine learning-based components for tracking and detecting various
body parts using landmark-based approaches by the use of a simple
webcam. The following components were utilized: Pose Detection,
which tracks 33 body landmarks for applications in fitness and reha-
bilitation, Hand Detection, which monitors 21 landmarks per hand
for gesture control and sign language recognition, Face Detection,
which identifies 468 facial landmarks for real-time expression anal-
ysis, and Blendshape Detection, which captures predefined facial
expressions for animating digital avatars. Although the therapist is
expected to use the application while seated in front of the PC, the
pose detection and hand detection components experienced difficul-
ties in estimating depth due to the limitations of the single-camera
setup.

After preliminary tests with the setup, it was decided to integrate
an additional specialized device for upper limb tracking, specifi-
cally the Leap Motion Controller. Placed on the therapists desk,
this device provided superior tracking of the hands and upper limbs.
When available, its data were used to override the less accurate
tracking from MediaPipe. This adjustment was essential to achieve
the performance needed for the therapist to demonstrate the re-
quired movements effectively.

4 EXPERIMENTS

This section describe the study that was conducted on healthy sub-
jects to gather a preliminary feedback on the therapist representa-
tion techniques.

4.1 Subjects
Fifteen volunteers (11 males and 4 females, aged 25.80 ± 1.90)
were recruited from among students and staff at Politecnico di
Torino. Since the study aims to evaluate the therapist’s represen-
tation rather than the effectiveness of the rehabilitation task or the
patient’s representation, it was not necessary to involve an actual
therapist or patients with MS. Consequently, the tests were con-
ducted with healthy participants and an experimenter serving as the
therapist. Participants were asked to sign an informed consent form
based on the Helsinki Declaration too.

4.2 Procedure
The experiments followed a within-subjects design with three con-
ditions corresponding to the three therapist representation tech-
niques under consideration. These conditions were administered
consecutively to all subjects, with the presentation order following
a Latin square design to mitigate possible learning effect. Each
condition included the following phases:

1. Calibration Phase (CP): the subject performs the calibration
of the HoloLens 2 to accurately track eye movements, ensure
correct hand detection, and properly align the holograms.

2. Explanation Phase (EP): the experimenter playing the role of
the therapist provides a detailed explanation of the game to
the subject, introducing the basic rules and the specific move-
ments he or she will be required to mimic while crossing the
green tiles with the cube. These explanations should con-
tribute to making the game self-explanatory and easy to use
as recommended in [19].

5MediaPipe Face Mesh: https://tinyurl.com/524wxe9y
6MediaPipe Unity Plugin: https://tinyurl.com/4n5x22eh
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3. Gameplay Phase (GP): the subject plays the game, focusing
on executing the correct movements. During this phase, the
experimenter playing the role of the therapist provides posi-
tive or negative feedback regarding the accuracy of the move-
ments. This approach facilitated the simulation of a patient-
therapist interaction scenario.

The choice of the three conditions was motivated by the intention
to compare the possible advantages of a 3D avatar representation
realistically reproducing the remote therapist (both in terms of ap-
pearance and movements) against common distant communication
means, i.e., audio and video. The therapist-patient interaction ap-
proaches used in each of the three configurations are the following:

• Audio-only: during the EP, the therapist gives verbal instruc-
tions on game mechanics, specifying objects to interact with
and movements to perform. During GP, feedback is provided
only through these verbal cues.

• Video: during the EP, the subject watches a video stream of
the therapist who provides the same instructions delivered in
the audio-only condition. In the GP, the therapist provides
feedback through both verbal and 2D visual instructions.

• 3D Avatar: during the EP, the subject sees a real-time ani-
mated 3D avatar of the therapist providing instructions, in-
dicating objects, and demonstrating movements, utilizing the
virtual space’s depth cues. In the GP, the therapist provides
feedback to the subject through verbal instructions, as well as
via 3D visual and virtually co-located 3D instructions.

4.3 Metrics
Both subjective and objective metrics were used to gather a com-
prehensive picture of the subjects’ interaction experience and per-
formance.

4.3.1 Subjective Metrics
Subjective metrics were collected through a set of questionnaires,
which were administered at the end of the EP or GP (or both), that
are reported below: The evaluation of the therapist’s representa-
tion involved several scales. The Godspeed Scale [2] was utilized
to assess the naturalness, acceptability, movement quality, expres-
siveness, and overall attractiveness of the therapists appearance, fo-
cusing specifically on the EP. For the GP, the AttrakDiff [10] was
employed to gauge the perceived user experience, concentrating on
usability, aesthetics, and overall appeal.

To evaluate the level of co-presence experienced during interac-
tions with the remote therapist, the Networked Minds Social Pres-
ence Questionnaire (NMMSQ) [9] was used. Additionally, the Be-
havior Naturalness [12] scale assessed how natural the verbal and
non-verbal behaviors of the therapists representation appeared to
the subjects. The Social Presence [16] scale measured the subjects’
perception of the therapists presence and their feelings of engage-
ment and support.

Finally, a set of Custom Questions was included to address spe-
cific aspects of the experience, such as the clarity of the therapists
explanations, assistance in understanding the required movements,
potential distractions caused by the therapists representation, atten-
tion maintenance, and the appropriateness of the representation in
relation to the explanations provided.

4.3.2 Objective Metrics
Objective metrics were gathered by observing subjects’ behavior
during interactions with the game and the remote therapist. Eye-
tracking data was used to quantify visual attention, focusing on two
main metrics: timeGrid, the duration subjects spent looking at the
game grid, and timeAvatar, the duration spent observing the thera-
pist’s representation (if present).

5 RESULTS

In this section, subjective and objective results are presented.

5.1 Subjective Results

To analyze subjective metrics, data normality was assessed us-
ing the D’Agostino-Pearson test. For normally distributed data,
ANOVA determined significance, with subsequent T-tests examin-
ing differences between the conditions (audio-only, video, and 3D
avatar). For data not following a normal distribution, the Friedman
test was used for significance, and pairwise comparisons were con-
ducted using the Wilcoxon test. Bonferroni correction was applied
to both Wilcoxon and T-tests with a significance level of p < .016.

In the evaluation phase (EP), the Godspeed Scale (Fig. 3a) re-
vealed a notable preference for the video condition over the audio-
only and 3D avatar conditions in terms of anthropomorphism, ani-
mation, likability, and perceived intelligence. The audio-only con-
dition was generally regarded as the least realistic. However, no
significant differences were observed regarding perceived security
among the three conditions.

In the general phase (GP), analysis using the AttrakDiff (Fig. 3b)
showed a significant preference for the 3D avatar over both the
audio-only and video conditions in terms of stimulation (3D avatar
vs. video: p = .006, 3D avatar vs. audio-only: p < .001). The 3D
avatar was rated as more inventive, creative, innovative, and novel,
than the other two. No significant differences were found between
the video and 3D avatar conditions regarding identity, indicating
that subjects felt equally able to assert their identity in both setups.
While no significant differences in pragmatic quality were observed
between the audio-only and video conditions, the 3D avatar signif-
icantly outperformed the audio-only condition (p < .001), suggest-
ing that the 3D avatar effectively overcomes the limitations of the
audio-only setup, thereby providing better support for the task.
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Figure 3: Results for the (a) Godspeed Scale (EP), and (b) the At-
trakDiff (GP). Brackets denote statistically significant differences
(p < .016), whereas bars represent standard deviations.



In both phases, the NMMSQ results (Fig. 4) showed a significant
increase in the sense of co-presence with the 3D avatar compared to
the video condition (EP: p = 0.001, GP: p < .001). For perceived
attentional engagement, both the video and 3D avatar conditions
were rated better than the audio-only condition in the EP (video
vs audio-only: p < .001, 3D avatar vs audio-only: p = .004) and
the GP (video vs audio-only: p = .001, 3D avatar vs audio-only:
p < .001). Similarly, perceived comprehension was also better for
the 3D avatar and video conditions compared to audio-only during
both the EP (video vs audio-only: p < .001, 3D avatar vs audio-
only: p < .001) and GP (video vs audio-only: p = .003, 3D avatar
vs audio-only: p < .001). No significant differences were found
between the video and 3D avatar conditions in terms of compre-
hension, aligning with the AttrakDiff findings regarding identity.
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Figure 4: NMMSQ results: (a) EP, and (b) GP. Brackets denote sta-
tistically significant differences (p < .016), whereas bars represent
standard deviations.

For Behavior Naturalness (Fig.5), the results from both phases
revealed that the video and 3D avatar conditions scored signifi-
cantly higher than the audio-only condition (video vs audio-only:
p < .001, 3D avatar vs audio-only: p < .001). No significant differ-
ences were observed between the video and 3D avatar conditions.
Similarly, in terms of Social Presence (Fig.5), there were no signifi-
cant differences between the video and 3D avatar conditions. How-
ever, both conditions showed significantly higher scores compared
to the audio-only condition in both the EP (video vs audio-only:
p < .001, 3D avatar vs audio-only: p < .001) and the GP (video vs
audio-only: p < .001, 3D avatar vs audio-only: p < .001).
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Figure 5: Results regarding Behavioral Naturalness and Social
Presence for the (a) EP, and (b) GP. Brackets denote statistically
significant differences (p < .016), whereas bars represent standard
deviations.

For the custom questions (Fig. 6), notable findings emerged from
question #8 of the GP (Emotional Impact). Significant differences
were found between the 3D avatar condition and both the audio-
only condition (p = .007) and the video condition (p = .015), with
no significant difference observed between the video and audio-
only conditions. For question #7 (Immersion), the 3D avatar con-
dition resulted in significantly better values compared to the audio-
only condition (p < .001). Similarly, for question #2 (Movement
Guidance), the 3D avatar condition was significantly better than
the audio-only condition (p < .001), with the same result observed

for both phases. Notably, both audio-only and 3D avatar condi-
tions were rated higher than the audio-only condition during the EP
as well (video vs audio-only: p < .001, 3D avatar vs audio-only:
p < .001).

5.2 Objective Results
The objective measures revealed distinct viewing patterns during
the EP. In the audio-only condition, subjects spent only 60% of their
time looking at the grid, despite the lack of a visual representation
of the therapist. In contrast, in the video condition, subjects allo-
cated 17.3% of their time to the grid and 55.2% to the video feed,
totaling 72.5% of their time engaged with virtual elements. In the
3D avatar condition, subjects spent 27.1% of their time looking at
the grid and 49.2% at the 3D avatar, resulting in a total of 76%
of their time focused on virtual elements. Notably, the time spent
looking at the grid was significantly higher in the 3D avatar condi-
tion compared to the video condition (p < .001).

During the GP, subjects in the audio-only condition spent 59.9%
of their time looking at the grid, a figure similar to that observed
in the EP. In the video condition, however, the time spent on the
grid increased compared to the EP. For the 3D avatar condition, the
increase in time spent looking at the grid from the EP to the GP
was smaller (EP vs GP: p = .003) compared to the increase seen
in the video condition (EP vs GP: p < .001). Although the time
spent looking at the avatar generally decreased from the Explana-
tion to the GP, subjects still spent more time looking at the 3D avatar
(24.6%) than the video feed (21.1%).

6 DISCUSSION

The data analysis revealed that video configurations generally of-
fered a stronger sense of realism, making participants feel as though
they were interacting with a real person. This aligns with previous
research indicating that video is perceived as more realistic than
3D avatars, which often struggle to consistently convey the ther-
apists intentions, as confirmed by the Social Presence question-
naire. However, no significant differences in perceived security
were found among the three conditions, suggesting that none of
the representations made users feel unsafe. Despite its lower real-
ism, the 3D avatar did not negatively impact user comfort and was
comparable to having no representation at all.

The absence of a significant difference in perceived intelligence
between the video and 3D avatar conditions can be attributed to
the avatars inconsistent animation and communication, which led
participants to perceive it as less intelligent. Nevertheless, the 3D
avatar outperformed the audio-only condition in terms of pragmatic
quality, unlike the video. This suggests that while the 3D avatar
may be perceived as less intelligent, its immersive 3D interaction
provided better task support compared to the 2D video feedback.

During the EP, users, despite being more attentive to the thera-
pists explanation in the video configuration, spent significantly less
time observing the grid compared to the 3D avatar configuration.
This occurred because the video setup lacked the immersive 3D ex-
perience, forcing participants to choose between focusing on the 2D
panel or the game movements. Consequently, they tended to ignore
the therapist when performing movements and focused more on the
therapist during explanations, which were presented on a less im-
mersive plane. In contrast, the 3D avatar, by fully integrating into
the 3D space, kept users more engaged and attentive, as confirmed
by the objective metrics showing that the 3D avatar offered a more
balanced and engaging experience.

Similarly, during the GP, time measurements revealed that the
time spent observing the grid was similar across all configurations,
with no significant increase in the audio-only condition. This in-
dicates that users are easily distracted from the game regardless of
whether a 3D avatar, video, or no therapist representation is present.
This finding is further supported by question #7 (GP), where the
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Figure 6: Results for the Custom Questions included in the questionnaire. EP: #1: Clarity of Explanation #2: Movements Comprehension #3:
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3D avatar significantly outperformed the audio-only condition in
terms of immersion, while the video representation did not. The
results suggest that the 3D avatar enhances user immersion and en-
gagement, making them feel more involved and in control. Overall,
therapist interventions during GP enhance game efficiency by pro-
viding interactive feedback and helping users maintain focus.

The Behavior Naturalness results revealed significant differences
between visual and audio-only representations, but no notable dif-
ferences between the video and 3D avatar representations. This
indicates that, despite its lower realism, the 3D avatar’s expressive-
ness was comparable to that of the video. The NMMSQ results
further support this, showing that the 3D avatar effectively commu-
nicated its intentions better than other representations. Thus, while
the 3D avatar achieved a similar level of naturalness to the video,
it also enhanced co-presence, demonstrating overall superiority in
representation.

Additionally, responses to the custom questions indicated that
the 3D avatar significantly improved the user experience during
gameplay. It positively affected mood, made the game feel less me-
chanical, and provided reassuring stimuli, making users feel more
secure and relaxed. Notably, while any visual feed in the EP aids in
understanding movements, only the immersive 3D avatar represen-
tation proved effective in engaging users during the GP. Addition-
ally, the results from the custom question #2 (EP) suggest that while
any visual feed helps with understanding movements, only an im-
mersive 3D avatar representation proved effective in engaging users
during the GP.

7 CONCLUSION

This study aims to identify the most effective techniques of thera-
pist representation in XR tele-rehabilitation by evaluating aspects
such as realism, co-presence, engagement, and the ability to pro-
vide feedback during rehabilitation tasks. To achieve this, an ex-
isting MR exergame for MS rehabilitation was used as test bench
[15]. Originally designed to ease the psychological burden of tra-
ditional rehabilitation, the exergame was enhanced to incorporate
the therapist directly into the game. This adaptation sought to boost
patient engagement, offer emotional and physical support, and pro-
vide feedback to motivate persistence. Specifically, the study com-
pared three therapist representations: audio-only, video, and 3D
avatar. In each representation, real-time support was provided: vo-
cal feedback in the audio-only case, video and audio feedback in the
video case, and a real-time 3D avatar in the third case, mimicking

the therapist’s movements and facial expressions.
The results revealed positive feedback regarding the presence of

a support figure within the game. Among the different represen-
tations, the fully immersive 3D avatar was generally preferred over
the less immersive but more realistic video support, while the audio-
only support was less favored. The video representation offered a
higher sense of realism compared to the 3D avatar; however, the
avatar did not compromise user comfort, suggesting that lower re-
alism does not negatively impact the sense of security. Therefore,
the integration of the 3D avatar into the MR environment created a
more balanced and immersive experience, making users feel more
involved and in control.

Despite its limitations in realism, the 3D avatar’s expressiveness
was comparable to that of the video and even enhanced the sense
of co-presence beyond what the video could achieve. This made
the 3D avatar superior in representing the therapist’s presence, as
it communicated intentions more effectively than the other tech-
niques. Additionally, the 3D avatar improved the overall user ex-
perience by boosting mood, reducing the mechanical feel of the
game, and providing positive stimuli that increased feelings of se-
curity and pleasure. It was especially effective during the GP, of-
fering valuable engagement and support without distracting users
from their rehabilitation tasks.

In conclusion, while the 3D avatar may offer lower or similar
levels of realism compared to other methods, it excels in provid-
ing an immersive experience, increasing user engagement, and ef-
fectively supporting therapeutic tasks. This indicates that XR tele-
rehabilitation systems should prioritize 3D avatars to optimize pa-
tient involvement and therapeutic outcomes. Future research should
aim to enhance the realism and animation consistency of 3D avatars
or investigate about creating a hybrid version that leverages the ad-
vantages of both video and 3D avatar techniques.
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