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Time series forecasting facilitates real-time anomaly detection in telecom networks, predicting events that disrupt security and
service. Current research efforts have been found to focus on new forecasting libraries, more rigorous data cleaning methods, and
model hyperparameter tuning, although we believe human in-the-loop system approaches are not well applied to the domain of
time series forecasting. We explore the usage of a model investigation tool to enable an interactive machine learning process that
allows the interrogation of modern forecasting models to enable effective model management techniques. This research aims to
demonstrate the usage of an interactive forecasting ensemble tool that enables a user to interrogate time series data, uncover insights
in data predictions to make choices, and adjust a model accordingly. Through comparative testing and an analysis of existing model
management strategies, we propose that enabling greater levels human-machine teaming via our tool promotes the ability to “catch”

mistakes and oversights based on the assumptions of existing time series forecasting methods.
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1 INTRODUCTION

Explainability of Machine Learning (ML) models, including multi-variate time-series forecasting methods, is fundamental
for well-informed decision-making [9] [11] to ensure that models are performing as expected based on the available data.
Complex systems, including telecommunication networks, require the understanding of multi-variate time series data
to forecast and mitigate security and service issues, ranging from billing fraud [2] to network performance [1]. However,
telecommunication networks are susceptible to external factors that may not be characterised within existing data
attributes of a learnt model, including the behaviours of human users and the occurrence of external real-world events.
Explainable Artificial Intelligence (XAI) is a human-machine collaborative process [5], bringing together machine
learning models and visualisation techniques, to provide greater reasoning for a human analyst on the underlying
properties of why a model has made such a prediction and how confidence the model is in the prediction. XAI may help
develop user trust in the model output [6], where accountability of the model decisions are also required.

In this work, we develop an XAI approach for the analysis of telecommunications call activity that enables greater

model inspection and parameter configuration, to account for analyst insight or information unaccounted for by the
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model (e.g., external factors). Whilst previous works have explored call data records, there is little research on XAI for
telecommunications analysis. We devise a data generation scheme that can model call activity accounting for external
influences, and we assess the performance of existing time series forecasting models against an XAlI-driven approach.
We find that our approach is able to assist an analyst in model tuning and reduce forecasting errors.

The key contributions of this paper are:

e We examine the current research on time series forecasting for anomaly detection.

e We introduce a novel interactive method for configuring a time series ensemble to improve analyst decision-
making.

e We conduct an experiment to assess the effectiveness of our approach compared against ML forecasting tech-

niques.

2 RELATED LITERATURE

Our review of the literature will concentrate on interactive time series forecasting and explainable Al techniques.

Spatial-temporal analysis is used in the context of a telecoms fraud investigation by Chen and Shih [2], which closely
aligns with the goals of this research paper. The paper involves tracking potential fraudulent suspects through Taiwan
and attempts to correlate this data to match fraud suspects with real world movement. The usage of data visualisation
via mapping of data points provides a clear advantage to the targeted users of this group in law enforcement, making
the process of uncovering connections in the data easier. Although this analysis of user movement in the real world is a
useful test case, the author makes the assumption that all data necessary to complete their investigation is within access
at all times, it also does not consider any given time-sensitivity, in a real world scenario as an example, data accessibility
and time management may become important factors to the law enforcement target audience and therefore should be
considered in any similar experiment in the future.

Interestingly, the spectrum of telecom fraud cases is the subject of one research publication [12] that explores the
data surrounding groups of users across different age ranges and occupations in Hong Kong and China. This paper
makes an excellent effort to explore the dataset used in the initial investigation, it accurately classifies the characteristics
of each user group and how they are susceptible to various types of fraud enabled by telecoms. Whilst the exploration
and effort to understand the data is thorough, the paper dedicates a small portion to a machine learning test in fraud
detection. The paper tests Naive Bayes, Logistic Regression, Support Vector Machines, and Decision Trees, with the
last model achieving a 97% accuracy on the dataset, however explains that due to the size of the dataset still results in
300,000 misclassifcations. The paper does explain that a neural network or NLP methods may increase the success of
classifying and catching these methods. This research assumes that simple classification in machine learning will suffice
in addressing the issue of fraudulent telecom use, whilst also assuming speculating that further policy changes could
also aide in fighting these kinds of fraud. It may be noted that more extensive machine learning testing could have
supported a stronger solution to the problems highlighted by the data, such as exploring the use of different models as
discussed, or potentially including a framework or set of suggestions for researchers exploring the same area, as the
results from the machine learning test appear to be only a small part of this paper.

We see time series based machine learning explored in the context of predicting statistics for COVID 19 data in the
literature [4], implementing forecasting and "nowcasting" strategies throughout. The strengths of time series forecasting
techniques in this paper lie in the methods used to optimise the accuracy and performance of the predictions. This
paper implements feature selection whereby the criteria for the features used in training are carefully considered, we
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also see the usage of feature engineering also paying close attention to the temporal structure of the case metrics used
in the data. The key steps of this paper also incorporate a suitable data preparation process, hyperparameter algorithm
tuning, performance measuring and model comparison. What may support other research into similar domains in this
paper is also Table 1, which features a useful comparison and contrast of different forecasting models and their suitable
for "nowecasting" or forecasting. As this publication is comprehensive in scope regarding time series forecasting, it
may have been a useful attribute to have made the data used openly available or made the specific parameters used
for each model readily available to view so that the experiments could have been reproduced in an easier manner or
extrapolated to other public health projects at the time. In the context of our research, we can consider sources such as
these and begin to formulate the criteria of a suitable forecasting experiment.

Lewis and Marsh address the challenge of XAI trustworthiness [6]. They look at multiple factors that can influence
trust, since trying to establish a single measure of trust can be challenging or ambiguous. The paper interesting makes
comparisons between trust and seemingly inanimate objects and animals as a metaphor for increasingly levels of trust
between a user a such metaphor. The paper makes an to engage several important conversations in which must be asked
when learning to trust systems with increasingly important or sensitive data. This paper opens the conversation, and in
terms of ethics, to what level Al should be trusted and how reliable the insight it generates is. Whilst the discussion in
this paper is useful, links between real world case studies could help bridge gaps made between hypothetical arguments,
as it is often important to link these ideas to examples such as system design whereby it may be useful to understand

and study how a user learns to trust the analytics of a system.

3 PROPOSED METHOD

Prior works have explored the development of time series forecasting models, using neural networks for model validation
while also fine tuning model hyper parameters [8]. However, in this work we propose an active learning system [5]
that allows for the inspection and interrogation of multiple time-series models, enabling an analyst to swap, modify, or
update parameters of the model between forecast time steps. In particular, this enables the analyst to further capture
their own intuition or knowledge about external factors, and to understand whether anomalies are based on the

observed, or unobserved, attributes that impact on the overall telecommunications system.
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Fig. 1. Diagram of proposed method

Figure 1 demonstrates our proposed method.

Our method of forecasting enables Shapley Explanations (SHAP) among evaluation metrics to determine ensemble
effectiveness during forecast windows. We utilise SHAP by creating a waterfall plot of model contribution (negative or
positive) between time steps, in which can be used to inform the user, where they may choose to reconfigure model
weights, or include/exclude additional models. Implementing SHAP explanations in the near real-time to give the
role of analyst greater control of a ML model ensemble enables a method for efficient and dynamic reconfiguration of
models between time steps. This not only implements SHAP to ensure efficiency in forecasts, however potentially saves
computational resources by disregarding inferior models from being trained.

The experiment will involve a typical time series forecasting scenario with synthetically generated pseudo-random
telecoms data that attempts to mimic the conditions of a calls made in these networks, usually recorded in the form of
call detail records. The test environment will load a set of pre-programmed scenarios that emulate network service
issues in which predictive forecasting is applied. In order to test the difference between our approach and traditional
time series forecasting approach, we must build an environment whereby we use the same data and compare the

circumstances where we note the difference of our approach. We note below the process for both of our tests.

o Firstly, we generate 2 days of call data with 10,000 users. These profiles are aggregated to make uniformed,
grouped data on a minute by minute basis.

e We then inject 20 external events that correspond to real world events, that all present in different ways.
These are distributed across the 2 days of data.

o The time series data is fed to 10 baseline models, with the last 5 hours being used as test data. Each time step
window is 10 minutes.

o Now the data is fed to the interactive method, using the same time steps and test-train period.

Figure 2 shows a 48-hour period of aggregated call counts with a distinct pattern to show the increase and decrease
of dropped calls. We also notice variations in the minor fluctuations of this aggregated time series data, although this

may appear to relatively random noise, it is influenced by caller profiles with pre-defined characteristics and patterns.
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Fig. 2. Visualisation of Time Series Dataset 1.
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Fig. 3. Visualisation of Time Series Dataset 1 with Real Events Injected.

This data is generated to appear similar day to day (in natural patterns, such as night and day activity), however, callers
will not repeat the exact same patterns of the previous day, as the odds of this (depending on size) are statistically
near-impossible.

Figure 3 shows the occurrence of event injection mapped against the underlying call activity data. The primary
purpose of injecting external events is to expose the time series models to unforeseen events not typical of the baseline
time series pattern. These events present using the same parameters but vary and fluctuate subtly. We test our time
series data on the last hour of test data, which may or may not contain a whole, or partial event. The logic of this is that
in the circumstance an event occurs, the forecaster will be tested to determine how effectively it can adjust to one-off or

recurring time series events.

3.1 Data Generation

The time series data generated for this experiment is a synthetically generated version of Call Detail Records (CDRs) as
seen in the telecoms industry. These records are responsible for logging information and other metadata [1] on calls
and other network transactions that occur over cellular networks. We notice an example of CDR data used for a similar
predictive task [10], however CDR data in this case differs from the data we have generated, primarily that the data
used for this study is from 2013 [3] and may have be subject to change as telecom data analysis has evolved over the
past 10 years, but also that this data is from one operator in one city in a limited time frame. We acknowledge this
dataset is a useful reference, however, it does not provide detail of any underlying phenomenon as to why time series
events occur in any given manner. Considering this, we therefore decide to take a data generation approach to our work,
this populates the series of events that occur within our synthetic environment (being that of a cell tower network),
resulting in the traffic of calls occurring over the network, driven by the needs of the users in response to the proposed
events. The datasets we generate for the experiments are configured to include 10,000 unique users over the course of

48 hours. The first dataset contains 16,724 rows, the second 17,212, the third 17,147 rows. These rows are aggregated
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from larger caller profiles, therefore there will be a small row difference between datasets. We then use a separate script
to inject 20 anomalous events, these vary from heavy traffic, cellular tower failure, and local festival. These events are

set to occur at the following rates: traffic outage (30% likely), heavy traffic (60% likely), local festival (10% likely).

3.2 Forecasting Case Scenarios

We simulate three datasets in this experiment. Each dataset has been generated for the same duration of time (3 years)
and number of network users (3000 unique users). We also inject the same amount of events at the same rate to each of
these datasets. Therefore, each of the three datasets are similar in nature with similar variations, however vary enough
to determine if the forecasting tools perform as intended with this type of data. The generation process involves creating
a series of underlying conditions with pseudo-random logic to build baseline patterns, that populate seasonality across
different time granularities. Logs are generated in the form of a table that details individual call records, such as one

user calling another for a pre-determined amount of time based on the group and characteristics of that user.
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Fig. 4. Example usage of the baseline modelling tool. Compares predictions of the 10 chosen time series forecasting models against
the true data value.

4 EXPERIMENTATION

This section covers the methods used to complete the forecasting experiments. Both methods use exactly the same

datasets.

4.1 Results From Baseline Model Test

Our results, 1 show an analysis of the state of the art models and methods that are available for the task of time series
forecasting and compare each by root mean squared error.

Table 1 shows the RMSE of each baseline model when tested with our data. We notice that the range of RMSE is
small, with DS1 having an RMSE range of 9.55 to 10.82, DS2 ranging from 8.03 to 9.04 and DS3 ranging between 9.30
and 10.51. We also note “Prophet1”, “Prophet2” and “NeuralProphet” scoring the same RMSE for DS1. It is also observed

“Prophet1”, “Prophet2” Figure 4 shows the baseline model results within our analysis tool.
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Table 1. Baseline Models: RMSE From Datasets 1-3

Model RMSE (DS1) | RMSE (DS2) | RMSE (DS3)
Prophet1 9.55 8.03 9.41
Prophet2 9.55 8.03 9.41

NeuralProphet 9.55 8.07 9.53
RandomForest 10.33 8.75 10.14
GradientBoosting 9.62 8.35 9.30

ARIMA 9.73 8.03 9.33

XGBoost 9.74 8.33 9.45
LightGBM 9.69 8.31 9.48
SARIMA 10.82 8.21 10.27
GaussianProcesses 10.52 9.04 10.51
Best Baseline RMSE 9.55 8.03 9.30

Table 2. Interactive Method: RMSE From All Datasets

Test Number RMSE (DS1) | RMSE (DS2) | RMSE (DS3)
1 9.67 8.04 9.27
2 9.7 8.00 9.27
3 9.52 8.11 9.30
4 9.78 8.03 9.94
5 9.68 8.24 9.46
6 9.51 8.84 9.27
Best Interactive RMSE 9.52 8.00 9.27

4.2 Results From Interactive Method

Table 2 demonstrates six tests conducted with a configured ensemble. The first column indicates the position of the test
(i.e. the first test is 1) and the remaining columns indicate which dataset obtained the respective RMSE. For instance,
to read the results of Dataset 1, you would read down the "RMSE (DS1)" column to see how each test performed. We
demonstrate in Table 2 how the interactive method performs against the lowest RMSE of any of the baseline models.
We notice, over the 6 configured tests a lower RMSE (0.03) for on DS1, a lower RMSE (0.03) for DS2 and a lower RMSE
(0.03) for DS3. Although the improvement is small, no standard state-of-the-art model can outperform our interactive
method alone in our six tests of configurations.

Our proposed methods involve a hybrid model approach based on active user reconfiguration to a near real-time
data source. Our method utilises the effectiveness of these existing methods, however, our method takes advantage of
disregarding ineffective models in an ensemble. We understand the suitability of some models may handle a given data
point or prediction differently, however, at other, or perhaps overall, changes in time series data may indicate that the
underlying algorithms of these models may render ineffective due to shifts in seasonality or data therefore the dynamic
reconfiguration process becomes crucial in reconfiguration.

Figure 5 shows the first 10 time-steps for the interactive ensemble method, achieving a lower RMSE. Our approach
incorporates SHAP (Shapley Additive Explanations) [7] along with a time-series plot and configurable weightings of
the ensemble methods. By measuring step-by-step metrics, an analyst can adjust the ensemble’s weighting based on

model performance evaluations.
Manuscript submitted to ACM



8 James Barrett, Phil Legg, Jim Smith, and Chip Boyle

Predictes_XGBoost Predicted_ARMA
Precicisa_SARINA

00

000 Call_Count Forecast with Ensemble Models

High
Predicted_GradientBoosting  * *

Predicted_LightGBM

Predicted_XGBoost
Predicted_Prophet2

Predicted_ARIMA

Feature value

Predicted_GaussianProcesses

Predicted_RandomForest
= Metrics for the Last Day:
10,57

Predicted_NeuralProphet

Predicted_SARIMA |
e a6
)

Predicted_Prophetl Metrics for A11 Tine passed:
571

HE:
- Rise: 12,63

2 H i
SHAP value (impact on model output)

Fig. 5. Depiction of dynamic reconfiguration of models in near real-time forecasting using interactive ensemble techniques.

5 DISCUSSION

Our research demonstrates the effectiveness of an interactive ensemble approach in enhancing time series forecasting
accuracy for telecom networks, particularly in near real-time scenarios. This method, integrating human judgement
with machine efficiency, surpasses current models but assumes data uniformity. Our future work will explore improving
adaptability to varied and dynamic data. The importance of user-friendly interface design is also crucial for users
with varying technical backgrounds. Addressing human error in our human-in-the-loop system is essential, as human-
machine collaboration, though promising, can introduce biases. This aspect may benefit from a user-based study.
Our aim is to optimally utilise both human insight and machine analysis for managing predictions, especially under

anomalous or unexpected conditions.
6 CONCLUSION

This paper proposed a new interactive and explainable approach to predictive maintenance for time series data, covering
call data records seen in telecoms networks. Data is generated based on real world observations of call detail records,
creating profiles based on features seen in this type of data. State-of-the-art models forecast call demand rates and
then compared via RMSE to our proposed approach. Comparison between the testing of the baseline model tests
demonstrates a lower RMSE than the most accurate state-of-the-art forecasting models for each dataset. Our interactive
XAI approach not only outperforms the current best performing time series models, it introduces the capability to
perform dynamic model reconfiguration between time steps in near-real time scenarios. The tests performed in these
experiments aides demand forecasts in telecoms, whilst also providing a new technical approach for the field of near

real-time forecasting where human in-the-loop is considered forefront.
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