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Abstract: Due to the complexity of underground environmental conditions and operational incidents,
advanced and accurate monitoring of the underground metro shield tunnel structures is crucial for
maintenance and the prevention of mishaps. In the past few decades, numerous deep learning-based
damage identification studies have been conducted on aboveground civil infrastructure. However,
a few studies have been conducted for underground metro shield tunnels. This paper presents a
deep learning-based damage identification study for underground metro shield tunnels. Based on
previous experimental studies, a numerical model of a metro tunnel was utilized, and the vibration
data obtained from the model under a moving load analysis was used for the evaluation. An existing
deep auto-encoder (DAE) that can support deep neural networks was utilized to detect structural
damage accurately by incorporating raw vibration signals. The dynamic analysis of a metro tunnel
FEM model was conducted with different severity levels of the damage at different locations and
elements on the structure. In addition, root mean square (RMS) was used to locate the damage at the
different locations in the model. The results were compared under different schemes of white noise,
varying levels of damage, and an intact state. To test the applicability of the proposed framework on
a small dataset, the approach was also utilized to investigate the damage in a simply supported beam
and compared with two deep learning-based methods (SVM and LSTM). The results show that the
proposed DAE-based framework is feasible and efficient for the damage identification, damage size
evaluation, and damage localization of the underground metro shield tunnel and a simply supported
beam with comparison of two deep models.

Keywords: deep autoencoder (DAE); feature extraction; damage identification; moving load;
structural health monitoring

1. Introduction

In recent times, underground urban metro tunnel infrastructures have become of
great importance in the public transportation system due to road traffic overcrowding.
In a modern metropolis, with an increasing trend to use the metro, the subway system
has become a more convenient and leading mode to alleviate the growing road traffic
pressure. Tunnel structural health during operational conditions is closely linked with
public safety. Due to operational incidents and the complexity of underground environment
conditions, the circumstances of damage (changes in geometric and material properties)
affect the service life and safety of metro tunnel structures. Considering these issues, well-
timed and accurate monitoring of the life-threatening responses of the structure is essential
for structural maintenance and the prevention of mishaps [1–4]. Previous research and
recurrent occurrences of damage consequences in metro tunnel structures have piqued
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researchers’ interest in paying more attention to damage identification, and the monitoring
of underground tunnel structures by taking into account the requirements of a large number
of existing structures before any mishaps occur. Structural health monitoring technology
offers the corresponding maintenance through a process of instantaneous monitoring,
data analysis, damage identification and state evaluation of structures to provide a valid
guarantee for the regular operation of civil structures and the safety of people’s lives and
property. Among them, as an essential part of structural health monitoring, structural
damage identification has attracted more and more attention [5–8].

With advancements in science and technology, computational approaches based on
machine learning are subversively renovating the activities of human life, such as the
genetic algorithms used in [9], artificial neural networks (ANN)-based techniques pro-
posed in [10], and swarm intelligence techniques [11]. These approaches, including SHM,
have been investigated by many researchers in numerous applications. One of the most
significant and promising uses of deep learning is in the convolutional neural network
(CNN) used in SHM methods, which has been widely studied in real-world applications.
CNN is considered one of the most innovative and effective deep learning tools, and it
has been used in a variety of applications, including face recognition, natural language
refining, and fault detection [12,13]. The dissimilarity between CNN and conventional
ANN is the capability of the CNN layers to consolidate neurons in three dimensions (3D):
height, width, and length. As a result, many CNN applications have performed admirably
in structural health monitoring areas based on accelerometer vibration signals. The fast and
precise method was suggested for primary fault detection systems and motor condition
monitoring, applying 1D-CNN [14].

The authors [15] have used the same method for tackling fault detection using CNN on
raw vibration signals as previously used in [16]. In [17], real-time damage identification and
localization methods based on raw acceleration signals through 1D-CNN were proposed.
As a result, ref. [18], in order to improve diagnosing accuracy and reliability, sensor fusion
was incorporated into the CNN structure. They gathered the raw training process data of
CNN from multiple accumulator sensors and examined the information both temporally
and spatially. Their technique, as concluded, obtained superior assessment functionality
compared with other traditional methods that extract features manually. In [19], the authors
presented a technique created for wireless sensor networks training a single, assigned 1-D
CNN for an individual wireless sensor in a sensor network on the locally available data
as a solution to overcome data communication and synchronization issues. The proposed
method eliminated the need for any filtering or preprocessing since it worked directly on
the raw signals acquired from the ambient vibration environment. Similarly, ref. [20], the
authors utilized an improved CNN-based method that needs only two measurement ar-
rangements, irrespective of structure size, to overcome the CNN training limitation, which
primarily requires a large number of sample data, especially for large-scale applications. It
should be noted that the method investigated in the benchmark study with nine damage
assumptions was capable of successfully quantifying the actual damage quantity. The
authors observed that a more accurate method was needed to identify multiple damages
because there are subtle differences between the measures of the various damages [21]. The
major achievement of deep learning methods is that they can learn the useful features from
the raw data automatically [22,23]. Similarly, the need for signal processing methods and
handcrafted features is omitted using deep learning methods. The last three years have
witnessed several researchers’ work on deep learning due to its superiority in feature learn-
ing capability [15,24,25]. Convolutional neural networks (CNN) and deep auto-encoder
(DAE) are two widely used deep learning models [26]. DAE is an unsupervised learning
model; this differs from CNN, which is a more efficient and simple training method. In
many structural health monitoring applications, popular deep learning models such as
CNN and deep auto-encoder are successfully used to find damage based on raw vibration
signals that have not been changed in any way.
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Auto-encoders are simple learning models that transform inputs into outputs with the
least possible amount of distortion [27]. Jorge Loy et al. [28] proposed a sparse auto-encoder-
driven method for indoor air quality monitoring in the Metro subway. Nadith et al. [29]
investigated an auto-encoder-based damage identification technique in multi-story build-
ings. Pattern recognition problems can be best solved by taking into account two major
features: reducing the number of dimensions and learning the relationship between vi-
bration characteristics and structural damage. A similar auto-encoder-based framework
was proposed for multi-scale data [30]. Using data-based deep learning approaches, DAE
and sparse-DAE were proposed to identify structural damage and monitor structural
health [31,32]. Conclusively, the SHM state of the art approved that there is no information
for the application of vibration-based NDT techniques in underground structures where
DAE is used for damage identification and structural monitoring, marking the uniqueness
of the recommended approach.

The literature demonstrates clearly that the deep auto encoder has not been used for
damage identification in underground tunnel structures. Therefore, this study proposed a
deep auto encoder-based technique for damage identification in an underground metro
tunnel structure. The proposed approach incorporated a deep auto encoder to abstract
the hidden features of the input vector (raw vibration signals) acquired from an under-
ground tunnel structure without any preprocessing. The autoencoder (DAE) and root mean
square (RMS) was used to identify and locate to the damage of the underground metro
tunnel structure.

In this study, a precise finite element model of a metro tunnel structure was built
in the ABAQUS software, and numerical simulation was conducted under a moving
load with different severity levels of damage. This numerical investigation was based
on experimental studies on the damage identification of underground tunnel structures
using wavelet-based residual force vector [33] and damage detection of the underground
tunnel through a frequency response function [34]. Numerous damaged and undamaged
structural conditions were assessed using dynamic tunnel structure analysis to assess the
efficiency and robustness of the anticipated damage identification approach based on input
signal data. The results of the damage detection were evaluated under different measuring
locations, and white noise was added to simulate the polluted measurements in real-world
scenarios.

2. Methodology
2.1. Deep Auto Encoder-Based Damage Identification Technique

To identify the damage effectively and to overcome problems associated with signal
processing methods in SHM, we proposed a deep auto-encoder feature learning model that
can extract important hidden features from measured vibration raw signals. This method
was based on a deep auto encoder, which can support neural networks and can be used in
the proposed framework to find damage in the metro tunnel structure.

2.2. Deep Auto Encoder

An auto-encoder involves two major parts, known as the encoder and decoder, each
having a particular hidden layer. Auto-encoders are a significant scheme to acknowledge
dimensional reduction, active feature learning, and nonlinear regressions for exact and
vigorous structural crack recognition. Figure 1 shows that an auto-encoder is a type of
unsupervised learning technique that is used to make low-dimensional data so that the
information can be saved for the final operation.

Auto-encoders are basically learning simulations for the transformation of input data
into output data with the slightest alteration [32]. The DAE was utilized in several functions
such as image processing, damage identification, acquiring high-level features, vibration-
based structural condition monitoring, and the decline of dimensions. Auto-Encoders
are unsupervised training modules. There are two categories of auto-encoder training:
fine-tuning and pre-training. Pre-training is generally executed by the encirclement of
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layers, while fine-tuning is generally executed by the optimization of multiple layers of the
comprehensive system. Multiple encoders are utilized for the initialization of the layers’
weight to ensure excellent results. As shown in Figure 1, a typical auto-encoder consists
of two main sections: a single hidden layer encoder and a decoder. MATLAB was used
for training the auto-encoders, while the parameters used in the DAE model are shown in
Table 1.
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Table 1. Parameter used in the proposed framework.

Description Symbol Value

Number of hidden layers – 3
Number of units in the input layer – 1000

Number of units in the first hidden layer – 100
Number of units in the second hidden layer – 200
Number of units in the third hidden layer – 3000

Learning rate of autoencoder g 0.2
Momentum of the autoencoder a 0.8

Iteration times of the autoencoder T 60
kernel size of the autoencoder r 2.26

Number of autoencoder – 3

2.3. Projected Framework

As displayed in Figure 2, the proposed framework layout is given in detail.
In the first step, a model of the tunnel structure was created, and then vibration data

from the tunnel structure were collected to be used as inputs for the proposed approach.
In the second step, to extract the significant or damaged features from the data, a DAE
framework was designed with different features, and optimization of different parameters
was established. The proposed DAE classification results of damage were performed in the
final step, and damage localization was presented using route mean square (RMS).
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2.4. Damage Localization Using RMS Deviation

Generally, the damage index is vital for the state valuation of the because it focuses
on the real part of the vibration sensor’s impedance as a sign of the condition, which
varies through perceiving the deviations and quantifying damage statistically. The mean
function is a supportive means for arranging and examining large datasets. Once the
differences in the parameters are positive and negative, as in a sinusoidal wave, the root
mean square (RMS) is an active statistical measure for defining the number of variations.
The RMS value of various signals can be represented as a sample of equivalent space. The
summation of samples is divided by the total of the observations (N), results in the average
(mean). In this research work, the root mean square was considered to detect the damage
by quantifying the changes in voltage at each sensor with its corresponding position on the
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tunnel structure and producing a graphic representation related to the damage map for
each damage position and size. The subsequent equation outlines the RMS: This method
allowed us to calculate the damage location of the structure from the vibration signals of
the sensors located on the same structure. The data were acquired from each sensor at a
sampling frequency of 1000 Hz, which means 1 sample (x_m (t_n)) every 0.01 s, in fact:
t_(n + 1) − t_n = 0.01 s.

The total scan time for each signal was about 10 s = 0.01 s × 1000 samples. Three
hundred sensors were placed so the 300 signals were saved as column vectors in a
1000 × 300 matrix. We carried out the same procedure for several cases: one undam-
aged case and 9 damaged cases, obtaining 10 matrices stored in 10 .xlsx files. The whole
method was implemented in MATLAB.

N = 1000, n: 1 to N
M = 300, m: 1 to M

Matrix of data =



x1(t1) x2(t1) . . . xM(t1)
x1(t2) x2(t2) . . . .

. . . . . .
x1(tn) x2(tn) . xm(tn) . xM(tn)

. . . . . .
x1(tN) x2(tN) . . . xM(tN)


The damage indicator vector represents the relative percentage increase of each sensor

signal amid the damaged case (DMG) and the undamaged case (UDG), due to the load.
In the end, the damage indicator of each sensor signal is stored in a row vector. Each
component of the damage indicator vector was calculated as follows:

Damage Indicator (RMSD) (%)

= abs
(
(∑N

n=1(xm(tn))
2)UDG−(∑N

n=1(xm(tn))
2) DMG

(∑N
n=1(xm(tn))

2)UDG

)
× 100

At this point, we managed to multiply the damage indicator by a scale factor (s = 10),
and we added a uniformly distributed white noise to the damage indicator vector in order
to simulate an underground tunnel situation for the structure. The percentage of the noise
is related to the maximum damage index value vector, as shown in the MATLAB code.
Finally, the damage indicator vector (300 × 1) was plotted for each case, showing the
damage location and amplitude because each component of the vector (1 to 300) is a sensor.
For this reason, it is possible to know exactly where the damage is located because the
location of each sensor is known from the beginning.

2.5. Investigation of the Feasibility of Proposed Approach on Simply Supported Beam

A simply supported beam was designed to investigate the feasibility of the proposed
approach on small structures with a limited data set, as the proposed method in this
study was utilized on the tunnel structures, which are considered to be massive structures
with a large dataset. ABAQUS was incorporated to do a concrete modeling analysis on a
beam that was only held up by two points. C40 concrete was considered a solid element
for the modeling. The element type was C3D8R. The concrete’s material properties and
dimension parameters were 3.2 m long, 0.25 m wide, and 14 mm in diameter, respectively.
The beam was distributed into 32 Euler–Bernoulli elements; the elasticity modulus was
E = 1.96 × 105 MPa. A sensor was positioned at the mid-span of the proposed simply
supported beam to measure the vibration response, and the impact load was implemented
to acquire the acceleration signals from the beam. The acceleration data of the beam model
was obtained using a history output.

The impact load (hammering) was applied to the proposed simply supported beam
model. The beam vibration signals under varying values of impact loads were acquired
in the mid-span of the beam via the acceleration sensor to perform a dynamic analysis on
the beam. The impact load was adopted six times under relevant conditions, respectively,
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to collect the vibration signal data from the mid-span of the beam. The beam model was
divided into 32 elements, and the displacement and rotation were at the locations of the
corresponding supports of the beam.

The entire finite element model with a cross-section of the beam structure is depicted in
Figure 3. To identify the damage using acceleration data acquired from a simply supported
beam model, the proposed (DAE) approach was utilized. In contrast, two other methods,
LSTM and SVM, were also used for the damage identification of beams. The average
testing accuracy and computation time of the three different methods are shown in Table 2.
The proposed method’s average tested accuracy was 95.3%, which was far higher than
the other two methods, with respective accuracy rates of 82.65 percent and 55.75 percent.
The proposed DAE system standard deviation was 1.23, which was lower than the other
three methods. The proposed DAE method’s average measurement computation time was
365.17 s, compared to the other two deep learning-based methods, which re respectively
370.82 s and 165.23. Ten trials were carried out using three methods: autoencoder, LSTM,
and SVM. As shown in Figure 4, the proposed method’s accuracy percentage was much
higher than the other methods. The results demonstrate the feasibility of the proposed
approach for the simply supported beam.
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2.6. Numerical Simulation and Results Analysis on Underground Tunnel Structure

To conduct the numerical simulations of the structure, which is subjected to moving
train loads, an intact case (UDG) and nine different damage cases (DMG1, DMG2, DMG3,
DMG4 . . . . DMG9) were taken at three different locations (U100, U180, U200) with varying
severity of 4%, 8%, 10%, respectively. All numerical simulations were done using the
supercomputer. The parameters and dimensions used in this study were taken from the
Wuhan Metro Tunnel Office, China, and these parameters were also used in [33], as shown
in Table 3. The acceleration signals were obtained and arranged to assess the validity of the
DAE damage detection method with the proposed damage index. The dynamic responses
were measured in the study under train moving load excitations.

Table 3. Average testing accuracy and computation time comparison of the 3 methods.

Methods Average Accuracy (%) Standard Deviation Accuracy Average Computation Time (s)

Proposed DAE method 95.3% 1.23 365.17
LSTM 82.65% 4.40 370.82
SVM 55.75% 2.76 165.23

2.7. Description of Finite Element Model

In the proposed research, to simulate the real operation of underground metro trains,
the influence of variable load and variable speed moving load on the damage identification
results of tunnel structures was analyzed through the 30-m soil-tunnel structure model. The
metro tunnel was taken at full scale in the finite element model of the soil tunnel, as shown
in Figure 5. The finite element model of a metro tunnel structure was built with ABAQUS
software, and the parameters and dimensions were taken from the Wuhan metro tunnel
office, China [33,34]. The finite element program ABAQUS was employed with suitable
elements to model the used metro tunnel structure. The size and material properties of the
metro tunnel, concrete, and soil are given in Table 4 for the proposed metro tunnel structure
investigation. Shell63 elements were used in the study.
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Table 4. Material properties and unit values.

Properties Value Units

Metro Tunnel:
Diameter outside (D1) 5.85 m
Diameter inside (D2) 5.05 m

Length of the Metro (L) 30 m
Concrete:

Density (ρc) 2500 kg/m3

Young’s Modulus (Ec) 3.1 × 104 MPa
Passion ratio (µc) 0.2

Soil:
Width (Lw) 58.5 m
Depth (Ld) 58.5 m
Length (Ll) 30 m
Density (ρs) 1800 kg/m3

Young’s Modulus (Es) 18 Mpa
Poisson ratio (µs) 0.36

In this proposed research analysis, the entire structural framework follows the linear
assumption; the linear connection is assumed to be minor structural damage that can only
cause a small change in the structure. The soil and tunnel boundaries are simulated using
full-circle ground springs. The complete mechanical model system with the parameters
taken from past studies conducted by different researchers [33,35] is shown in Table 5.

Table 5. Damage cases to carry out numerical simulation.

Label No Damage Scenarios Segment Damage Locations Damage Severity %

0 UDG null null null
1 DMG1 S100 x = 100 m 4%
2 DMG2 S100 x = 100 m 8%
3 DMG3 S100 x = 100 m 10%
4 DMG4 S100, S180 x = 100, 180 m 4%
5 DMG5 S100, S180 x = 100, 180 m 8%
6 DMG6 S100, S180 x = 100, 180 m 10%
7 DMG7 S100, S180, S200 x = 100 m, 180 m, 200 m 4%
8 DMG8 S100, S180, S200 x = 100 m, 180 m, 200 m 8%
9 DMG9 S100, S180, S200 x = 100 m, 180 m, 200 m 10%

The established finite element model to simulate the training constraint given by the
contiguous sections was not modeled at the end of the tunnel for boundary conditions
controlled with springs.

In the built finite element model, in order to simulate the training constraints given
by the contiguous sections, they were not modeled at the end of the tunnel boundary
conditions controlled with springs. The rotational spring’s stiffness was known to be
(1 × 1011 N·m/rad). Therefore, when the soil dimension is more than ten times the metro
tunnel dimension, the boundary outcome may be overlooked. The soil dimension was
assumed to be beyond the 10-fold tunnel diameter range. The finite element segment model
and the tunnel’s finite element models are shown in Figures 6 and 7, respectively.

By splitting the entire tunnel into portions, the metro tunnel was assembled using
a lumped mass in the mechanical model used in this analysis. Every element mass was
located in the middle of the entire tunnel model. Consequently, both the excitation of the
moving load and the tunnel were represented as point masses. Concrete and soil densities
were both 2500 kg/m3 and 1800 kg/m3, respectively. This proposed study analysis for
metro tunnel structure and soil simulation used the design of the Wuhan metro.



Appl. Sci. 2023, 13, 1332 10 of 19

Appl. Sci. 2023, 12, x FOR PEER REVIEW 10 of 19 
 

In the built finite element model, in order to simulate the training constraints given 
by the contiguous sections, they were not modeled at the end of the tunnel boundary con-
ditions controlled with springs. The rotational spring’s stiffness was known to be (1 × 1011 
N·m/rad). Therefore, when the soil dimension is more than ten times the metro tunnel 
dimension, the boundary outcome may be overlooked. The soil dimension was assumed 
to be beyond the 10-fold tunnel diameter range. The finite element segment model and 
the tunnel’s finite element models are shown in Figures 6 and 7, respectively. 

 
Figure 6. Complete mechanical model system. 

 
Figure 7. Segment of the finite element model. 

By splitting the entire tunnel into portions, the metro tunnel was assembled using a 
lumped mass in the mechanical model used in this analysis. Every element mass was lo-
cated in the middle of the entire tunnel model. Consequently, both the excitation of the 
moving load and the tunnel were represented as point masses. Concrete and soil densities 
were both 2500 kg/m3 and 1800 kg/m3, respectively. This proposed study analysis for 
metro tunnel structure and soil simulation used the design of the Wuhan metro. 

Table 5. Damage cases to carry out numerical simulation. 

Label No Damage Scenarios Segment Damage Locations Damage Severity % 
0 UDG null null null 
1 DMG1 S100 x = 100 m 4% 
2 DMG2 S100 x = 100 m 8% 
3 DMG3 S100 x = 100 m 10% 
4 DMG4 S100, S180 x = 100, 180 m 4% 
5 DMG5 S100, S180 x = 100, 180 m 8% 
6 DMG6 S100, S180 x = 100, 180 m 10% 
7 DMG7 S100, S180, S200 x = 100 m, 180 m, 200 m 4% 
8 DMG8 S100, S180, S200 x = 100 m, 180 m, 200 m 8% 
9 DMG9 S100, S180, S200 x = 100 m, 180 m, 200 m 10% 

2.8. Moving Load 
To excite the proposed model of the metro tunnel and to minimize the rail’s bound-

ary condition effect, the load of the metro tunnel was determined by a simple function 
simulation of the train load excitation force function fitting method. Data acquisition 
started at the time the metro train enters the tunnel and stopped every 10 s until the train 

Figure 6. Complete mechanical model system.

Appl. Sci. 2023, 12, x FOR PEER REVIEW 10 of 19 
 

In the built finite element model, in order to simulate the training constraints given 
by the contiguous sections, they were not modeled at the end of the tunnel boundary con-
ditions controlled with springs. The rotational spring’s stiffness was known to be (1 × 1011 
N·m/rad). Therefore, when the soil dimension is more than ten times the metro tunnel 
dimension, the boundary outcome may be overlooked. The soil dimension was assumed 
to be beyond the 10-fold tunnel diameter range. The finite element segment model and 
the tunnel’s finite element models are shown in Figures 6 and 7, respectively. 

 
Figure 6. Complete mechanical model system. 

 
Figure 7. Segment of the finite element model. 

By splitting the entire tunnel into portions, the metro tunnel was assembled using a 
lumped mass in the mechanical model used in this analysis. Every element mass was lo-
cated in the middle of the entire tunnel model. Consequently, both the excitation of the 
moving load and the tunnel were represented as point masses. Concrete and soil densities 
were both 2500 kg/m3 and 1800 kg/m3, respectively. This proposed study analysis for 
metro tunnel structure and soil simulation used the design of the Wuhan metro. 

Table 5. Damage cases to carry out numerical simulation. 

Label No Damage Scenarios Segment Damage Locations Damage Severity % 
0 UDG null null null 
1 DMG1 S100 x = 100 m 4% 
2 DMG2 S100 x = 100 m 8% 
3 DMG3 S100 x = 100 m 10% 
4 DMG4 S100, S180 x = 100, 180 m 4% 
5 DMG5 S100, S180 x = 100, 180 m 8% 
6 DMG6 S100, S180 x = 100, 180 m 10% 
7 DMG7 S100, S180, S200 x = 100 m, 180 m, 200 m 4% 
8 DMG8 S100, S180, S200 x = 100 m, 180 m, 200 m 8% 
9 DMG9 S100, S180, S200 x = 100 m, 180 m, 200 m 10% 

2.8. Moving Load 
To excite the proposed model of the metro tunnel and to minimize the rail’s bound-

ary condition effect, the load of the metro tunnel was determined by a simple function 
simulation of the train load excitation force function fitting method. Data acquisition 
started at the time the metro train enters the tunnel and stopped every 10 s until the train 

Figure 7. Segment of the finite element model.

2.8. Moving Load

To excite the proposed model of the metro tunnel and to minimize the rail’s boundary
condition effect, the load of the metro tunnel was determined by a simple function simula-
tion of the train load excitation force function fitting method. Data acquisition started at
the time the metro train enters the tunnel and stopped every 10 s until the train reached the
end of the tunnel edge. As shown in Figures 6 and 7, the total tunnel model length for the
computation was simulated into 300 standardized components, which was approximately
ten times that of the load moving. The deep auto encoder (DAE) method was used to
obtain and evaluate the responses at a sampling rate of 1000 Hz.

3. Results
3.1. Measurement Points Used on Metro Tunnel Model

As demonstrated in Figure 7, the entire tunnel structure was divided into 300 elements.
At the base of the metro tunnel model, the measurement points were collected with a
spacing range of ten elements (10 m) along the simulated moving load path. The moving
load was used to obtain the raw acceleration signal data from the vibration, and the time
domain force is shown in Figure 8. At a 1000 Hz sampling frequency with a sampling time
duration of 10 s and a time step of 0.02 s for each sample, the dynamic responses were
measured from the model, and the tunnel finite element simulation diagram is given in
Figure 8. The dataset is acquired at three different locations using different percentages of
moving load, and the setting of nine different damaged and undamaged conditions was
carried out on the finite element model of an underground tunnel structure under a moving
load. Figure 9 depicts the excitation curve force of a simulated moving load.
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Figure 9. The simulated load (moving): (a) moving trainload; and (b) time domain force of each of
the wheel action points.

3.2. Confusion Matrix Results for the Proposed Method

The damage classification results of the proposed method are shown in Figure 10.
The confusion matrix of the anticipated approach was carried out to identify each case
dataset. The confusion matrix validated the classification results of all the damage cases in
an elaborate way that contains the misclassification errors and classification precision as a
percentage. The ordinate axis of the confusion matrix was determined as the authentic label
of classification, while the horizontal axis predicted the label of classification. The color bar
on the right demonstrates the correspondence between colors and numbers between 0 and
1, as well as the high efficiency of the proposed approach, which was obtained at 95.8%.
Figure 10 depicted in the results exhibit that the trained deep auto encoder is accurate, until
this percentage, in detecting the 10 structural conditions. The proposed methodology is
feasible and robust for detecting and quantifying different structural damage conditions.
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3.3. Damage Localization of Different Cases

The results of numerical simulations were discussed, and the damage localization was
presented using an RMS deviation. The changes in the damage index of different damage
cases were also discussed. Usually, the damage index is imperative for the condition
assessment of the structures, which is based on the real part of the acceleration sensors as a
sign of condition variations through perceiving the changes and quantifying the damage
statistically. A mean function is a useful tool for arranging and analyzing large datasets.
The RMS is a powerful statistical measure for figuring out the number of changes when the
changes are both positive and negative.

The damage index of the underground metro tunnel structure was calculated and
evaluated under motion using acceleration response raw data (without any processing).
The raw vibration data acquired from the numerical simulation of a tunnel model using
300 elements with different percentages of damage severity were used for the localization
of damage in the structure. The RMS deviation was used for the localization of each
damage condition. Each damaged case was given a separate damage index, which shows
the damage index of each damaged and undamaged case. In order to simulate the real
tunnel environment, 6% white noise and 12% of white noise were added to the input
signals, respectively. The damage identification results under the condition of adding two
types of white noise are shown in Figures 11 and 12, respectively.

As shown in Figure 11, even though the damage severity is 4%, the maximum damage
index value can be accurately observed at the damage indicator when 6% white noise is
added. Besides, the damage index increased from 1.40 to 4.68 as the damage severity risen
from 4% to 10%. Damage cases, 1, 2, and 3 have one damage on element 100, and cases
6, 7, 8, and 9 have damage on three elements of different severities. Similarly, when 12%
white noise is added, 4% damage can also be accurately identified, and the damage index
increased from 1.48 to 5.28 as the damage degree increased from 4% to 10%.
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The results of damage identification in two cases demonstrate that the proposed
method is feasible to identify structural damage with 6% white noise and 12% white noise,
respectively. At the same time, when different types of noise pollution were added, the
structural damage index value changed slightly. This shows that the method is reliable
and can be used to find, locate, and classify damage in underground tunnel structures.
It should be noted from the damage identification results that the higher damage degree
on the damage indicator clearly demonstrates the change in the value of damage with
damage severity. It can be seen from the observation that the damage identification values
at elements 100 and 200 are significantly higher than the element 180 damage index values.
As shown in Figure 13a, the higher damage indicator value corresponds to the damage
severity. The damage case has a higher damage index of 10% damage severity.

Furthermore, there is no damage in cases 1 and 2 when the damage rigorousness is
10%, as shown in Figure 13a. It is noted that in case 4, element 100 has damage; however,
elements 180 and 200 have no damage. Similarly, damage case 9 has maximum damage on
all elements. As shown in Figure 13b, element 200 has no damage in the first six damage
cases, and element 180 has no damage in the first three cases. Similarly, element 100 has
maximum damage in all cases. All the above simulations, analyses of the results, and
discussions show that the proposed deep auto encoder (DAE)-based framework execution
for damage recognition, damage size assessment, and damage localization is accurate and
possible for underground metro tunnel structures.
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4. Conclusions

A damage detection study for underground metro shield tunnels was presented in
this paper. A numerical model of a metro shield tunnel was utilized, and data obtained
from the model through a moving load analysis were used as inputs for the existing deep
auto-encoders (DAE) and convolutional neural networks (CNN). Varying levels of damage
and noise were considered in the analyses and the utilized deep learning model accurately
identified the damage.

• First, an FEM model of the underground metro shield tunnel structure was built
based on previous experimental studies. The dynamic analyses on the numerical
model were conducted under a moving load with different severity levels of damage
at different locations and elements. To simulate the real-world tunnel scenarios, a
different percentage of white noise was added to the calculated responses of the tunnel
model to simulate polluted data measurements;

• Second, a DAE-based framework was used for damage identification, which can sup-
port deep neural networks in accurately investigating structural damage via damage
feature extraction from input vibration raw signals (without any processing). In addi-
tion, root means square (RMS) was used to locate the damage at the different elements
and locations in the model. The results were compared under the different schemes:
white noise, varying levels of damage, and an intact state. The proposed deep auto
encoder algorithm is trained and executed using MATLAB;

• To check the feasibility of the proposed approach on a small dataset such as a beam, a
finite element model of the simply supported beam was built with ABAQUS software,
and numerical simulations were conducted under an impact load. To evaluate the
efficiency of the proposed DAE approach, two deep learning-based methods (LSTM
and SVM) were also compared with the same input vibration data of the beam. The
results of evaluating the beam and comparing it to the other two methods showed
that the proposed DAE framework is also feasible for a small structure;

• A numerical investigation of the underground metro shield tunnel structure validated
the accuracy and efficacy of the proposed deep autoencoder (DAE)-based framework
execution regarding damage detection, damage size evaluation, and damage localization.
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