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ABSTRACT

This thesis addresses the relationship between vocabulary measures and IELTS
ratings. The research questions focus on the relationship between measures of lexical
richness and teacher ratings. The specific question the thesis seeks to address is:
Which measures of lexical richness are the best for predicting the ratings? This
question has been considered central in vocabulary measurement research for the last
decades particularly in relation to IELTS, one of the most popular exams in the world.
Therefore, if amodel can predict IELTS scores by using vocabulary measures it could

be used as a predictive tool by teachers and researchers worldwide.

The research was carried out through two studies, Study 1 and Study 2 and then the
model was tested through a third smaller study. Study 1 was a small pilot study which
looked at both oral and written data. Study 2 focused on written data only. Measures
of both lexical diversity and sophistication were chosen for both studies. Both studies
followed similar methodologies with the addition of an extra variable in the second
study. For the first study data was collected from 42 IELTS learners whereas for the
second study an existing corpus was used. The measures investigated in both studies
were: Tokens, TTR, D, Guiraud, Types, Guiraud Advanced and P_Lex. The first four
are measures of lexical diversity, the other three measures of lexical sophistication.
However, all of the previous measures are measures of breadth of vocabulary. For
the second study, a measure of formulaic count was added. This is an aspect of depth
of vocabulary used to check if results would improve with this addition. Formulaic
sequences were counted in each essay by using Martinez and Schmitt’s (2012)
PHRASE List of the 505 most frequent non-transparent multiword expressions in
English.

The main findings show that all the measures correlate with the ratings but Tokens
has the highest correlation of all lexical diversity measures, and Types has the highest
correlation of all lexical sophistication measures. TTR, Guiraud and P_Lex can
explain 52.8% of the variability in the Lexical ratings. In addition, holistic ratings can
be predicted by the same two lexical diversity measures (TTR and Guiraud) but with
a different measure of lexical sophistication, Guiraud Advanced. The model

consisting of these three measures can explain 49.2% of the variability in the holistic



ratings. The formulaic count did not seem to improve the model’s predictive validity,
but further analysis from a qualitative angle seemed to explain this behaviour. In
Study 3, the holistic ratings model was tested using a small sample of real IELTS data
and the examiners comments’ were used for a more qualitative analysis. This revealed
that the model underestimated the scores since the range of ratings from the IELTS
data was wider than the range of the data from Study 2 which were used as the basis
for the model. This proved to be a major hindrance to the study. However, the
qualitative analysis confirmed the argument that vocabulary accounts for a high
percentage of variance in ratings and provided insights to other aspects that may
influence raters which could be added to the model in future research. The issues and
limitations of the study and the current findings contribute to the field by stimulating
further research into producing a predictive tool that could inform students of their
predicted rating before they decide to take the IELTS exam. This could have potential

financial benefits for students.
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GLOSSARY OF TERMS AND ABBREVIATIONS

Advanced TTR: The advanced TTR is a measure proposed by Daller, Van Hout and
Treffers-Daller in 2003. This ratio is calculated by dividing the number of advanced

types by the number of tokens.

AWL.: Academic Word List (Coxhead, 2000).

BNC: British National Corpus.

Carroll’s CTTR: The corrected TTR or CTTR was proposed by Carroll in 1964 and
it is calculated by dividing the number of types by the square root of twice the number

of tokens.

CHAT: Codes for Human Analysis of Transcripts (MacWhinney, B., 2000). This is
the transcription and coding format used in CHILDES.

CHILDES: Child Language Data Exchange System. A database for sharing and

researching conversational interactions.

CLAN: Stands for Computerised Language Analysis. This programme was
developed by MacWhinney (2000) to analyse data in the format of CHILDES. It

comprises of various commands for analysing language including vocd.

Coh-Metrix: A computational tool used to calculate the coherence of texts with a
wide range of measures. It replaces common readability formulas by applying the
latest in computational linguistics and linking this to the latest research in

psycholinguistics (University of Memphis website).

Collocation: When a sequence of words co-occurs more often than would be

expected by chance.

Compound Words: A compound word is formed when two words are joined to

create a new word, for example: post office.



Concurrent Validity: A type of validity which is concerned with the relationship
between what is measured by a test (usually a newly developed test) and another
existing criterion measure, which may be a well-established test, a set of judgements
or some other quantifiable variable’ (Davies, Brown, Elder, Hill, Lumley and
McNamara, 1999:30).

Content Words: Nouns, ‘full” verbs, adjectives and adverbs.

Construct Validity: ‘The construct validity of a language test is an indication of how
representative it is of an underlying theory of language learning’ (Davies et al.,
1999:33).

Content Validity: This refers to the extent to which a test measures what it intended

to.

Convergent Validity: ‘A type of validity which is concerned with the similarity
between two or more tests which are claimed to measure the same underlying trait or
ability’ (Davies et al, 1999:34).

Corpus/Corpora: A large set of texts that is usually stored electronically so that is

easily analysable.

Corrected TTR: See Carroll’s TTR.

Correlation: ‘A procedure which measures the strength of the relationship between
two (or more) sets of measures which are thought to be related” (Davies et al,
1999:35).

Cronbach’s Alpha: A measure of internal consistency or reliability, which can take
values between negative infinity and 1 (1=maximum .06 or .07 is often seen as the

lower limit).
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D: Developed by Malvern and Richards, D is a new measure of lexical diversity
designed to overcome the sample size problem of TTR (See Malvern and Richards,
2002).

Descriptive Statistics: Summary data of the group measured.

Diagnostic Test: A diagnostic test identifies a learner’s strengths and weaknesses. It
is not used as much as other tests (that provide general information) because it is
time-consuming and difficult to develop and administer.

EAP: English for Academic Purposes.

EFL: English as a Foreign Language.

Extrinsic Measures: Measures of lexical richness that look beyond just counting
words and are based on the frequency/sophistication of a word. This term was used
by Meara and Bell (2001).

Formulaic Language: The use of idioms, collocations, turns of phrase, routines, set

phrases, rhymes, prayers and proverbs in speech. (Cardiff University Website,

www.cardiff.ac.uk) ‘Formulaic language is a term used by many researchers to refer

to the large units of processing- that is, lexical units that are more than one word long’
(Wray, 2008:3).

Formulaic Sequence: The generic term used to describe instances of formulaic

language such as lexical bundles, phrasal expressions etc.

Function Words: Articles, prepositions, pronouns, conjunctions and auxiliaries.
These have little if any meaning in isolation. They belong to the grammar of the

language rather than its vocabulary (Read, 2000).

GSL: General Service List of English words. This consists of the two thousand more

useful word families in English (West, 1953).


http://www.cardiff.ac.uk/
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Guiraud’s Index (Guiraud): In 1960, Guiraud proposed a measure which was an
alteration of the TTR. It represents the number of types divided by the square root of
the number of tokens (Guiraud, 1960).

Guiraud Advanced: Measure of lexical sophistication proposed by Daller, Van Hout
and Treffers-Daller (2003). It is calculated by dividing the advanced types (words
that are not in the basic lists, as defined by Nation) by the square root of the number
of tokens (all tokens, not advanced tokens).

Halo Effect: ‘The tendency of a rater to let an overall judgement of the person
influence judgements on more specific attributes...For example, in speaking tests
where raters are asked to assess a single performance according to a number of
different criteria (e.g. accuracy, fluency, intelligibility, appropriateness ) these ratings

are often closely aligned’ (Davies et al., 1999).

Heap’s Law: Heap’s Law (1978) describes the number of distinct words in a text as

a function of the text’s length.

Herdan’s Index: Herdan’s Index (1960), or LogTTR is calculated by dividing the
logarithm of tokens by the logarithm of types.

Holistic Rating: Global rating: ‘A type of marking procedure which is common in
communicative language testing whereby raters judge a stretch of discourse (spoken
or written) impressionistically according to its overall properties rather than
providing separate scores for particular features of the language produced’ (Davies et
al, 1999:75).

Idiom: ‘An idiom is an expression whose meaning cannot always be really derived
from the usual meaning of its constituent elements. It is hard to tell from the literal
meaning of the individual words, for example, that to kick the bucket or to bite the
dust means to die’ (Cooper, 1999:233).

IELTS: International English Language Testing System. A test designed to assess
the language proficiency of non-native speakers of English who wish to enter English
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tertiary education. It covers all four receptive and productive skills (listening, reading,
writing, and speaking). The results are reported on a 9-point scale with nine being the

highest mark that can be awarded.

Inflected Forms: Modified forms of words used to produce different grammatical

categories, such as tense or plural form (for example eat- eats, play- played).

Inferential Statistics: ‘Methods used in making general probabilistic statements
about the population under investigation on the basis of what is known about a sample
of that population’ (Davies et al., 1999:81).

Inter-rater Reliability: Shows the extent to which two or more raters’ judgements

agree (level of consensus) when rating learners’ performance in tests.

Intrinsic Measures: This term was used by Meara and Bell (2001) to refer to
measures of lexical richness that are based on tokens and types.

L1: First Language, also known as ‘mother tongue’ or native language.

L2: Second Language.

Lambda: Lambda values are produced in P_Lex (Meara and Bell, 2001). Lambda is
a single parameter from a Poisson distribution. Poisson distribution is the probability
of obtaining exactly n successes in N trials (e.g. 4 rare words in 10 words). Lambda
values in P_Lex normally range from 0 to 4.5, and the higher the figure, the higher

the proportion of infrequent words.

Lemma: The base and inflected forms of a word, for example: play, plays, played
and playing (Read, 2000).

Lemmatisation: The process in which words are counted as lemmas (without all the

inflected forms). Therefore, the words play, played, and players will be counted as
one type (play).
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Lex30: Lex30 is a word association task which stimulates vocabulary production.
Word frequency data is used to measure the vocabulary produced. It was proposed

by Meara and Fitzpatrick (2000). Lex30 is a test of productive vocabulary.

Lexeme: The base form of a word (as it is found in the dictionary).

Lexical Bundle: This term was introduced by Biber, Johansson, Leech, Conrad, and

Finegan (1999) and refers to words that repeatedly occur together.

Lexical Diversity: Also known as lexical variation. These two terms are
interchangeable. It refers to the amount of repetition in a text (it indirectly refers to

vocabulary size).

Lexical Density: One of the dimensions of lexical richness proposed by Read (2000)
which refers to the use of a higher percentage of content words rather than function

words.

Lexical Richness: A term used by Read (2000) to describe the effective use of
vocabulary in good writing. Lexical richness consists of four components: lexical
variation, lexical sophistication, lexical density, and low number of errors. (Read,
2000). Malvern, Richards, Chipere and Duran (2004) use the term to describe
someone’s vocabulary in terms of lexical diversity (or lexical variation) and lexical

sophistication (this is the term used in this study).

Lexical Sophistication: One of the dimensions of lexical richness (Read, 2000;

Malvern et al., 2004) which refers to the use of ‘rare’ or infrequent words.

Lexical Variation: One of the dimensions of lexical richness (Read, 2000; Malvern
et al., 2004). It refers to the number of different words used in a text (not repeated

words).

LFP: Lexical Frequency Profile. Developed by Laufer and Nation (1995), LFP is a

tool used for assessing the use of low frequency words by EFL learners, allocating
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all the words of an essay into four different frequency bands. LFP gives the proportion
of infrequent words in the text (Malvern et al, 2004:193).

Maas Index: Maas (1972) proposed this index of lexical diversity which is a

logarithmic transformation of the type token ratio.

MELAB: Michigan English Language Assessment Battery.

MEU: Morpheme Equivalent Unit.

MSTTR: Mean Segmental Type- Token Ratio. A method proposed by Johnson

(1944) to overcome the problem with sample size, that TTR seems to have (Malvern

et al., 2004:196).

MWU: MultiWord Unit (Pawley and Syder, 1983).

N: The symbol used in formulas to refer to the number of tokens.

NDW: A simple measure of lexical variation. It represents the number of different
words in a sample. This measure gives a single value (Malvern et al., 2004).

Operationalise: To operationalise means to turn the construct (the theoretical model
of language proficiency underlying the test) into something that can be tested. ‘Tests
themselves can be viewed as operationalisations of the test construct’ (Davies et al.,
1999:136).

Outlier: This is a score that does not belong with the rest of the scores (an extreme
score that does not fit with the general pattern of behaviour).

Pearson’s r: This is a suitable correlation for dealing with interval type variables.

PHRASE List: The PHRASal Expressions List was developed by Martinez and

Schmitt in 2012 and consists of the 505 most frequent non-transparent multiword
expressions in English.
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Phrasal Verb: A verb that consists of more than one word, such as put up with.

P_Lex: P_Lex is a computer programme that models the occurrence of rare words
with a Poisson distribution. P_Lex was developed by Meara and Bell (2001) and is a

measure of lexical sophistication.

Predictive Validity: ‘Measures how well a test predicts performance on an external
criterion’ (Davies et al., 1999:149).

Predictor: A measure (often a test) that is used to predict if there is an effect on

another variable.

Range: Software developed by Laufer and Nation (1995). It sorts the vocabulary of
different texts into four different lists (frequency layers) and gives an LFP (Lexical

Frequency Profile) which shows the richness of each text.

Rater: ‘The judge or observer who operates a rating scale in the measurement of oral

and written proficiency’ (Davies et al., 1999:161).

Regression: ‘A statistical technique which calculates the relationship between two
or more variables and hence allows predictions to be made about performance on one
variable on the basis of information about performance on another’ (Davies et al,
1999:165).

Reliability (or test reliability): This refers to the agreement between the results of a
test with itself or with another test. In order for a test to be reliable, the same results
should be acquired when the test is repeated.

SLA: Second Language Acquisition.

Spearman’s Rho: It is the non-parametric equivalent to the Pearson correlation.

SPSS: Statistical Package for Social Sciences. A statistical programme used for data

analysis.
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Stepwise Regression: ‘A technique for performing a multiple regression analysis
whereby variables are entered one by one, or step by step into the equation until the
best model (i.e. the one in which the greatest proportion of variance is explained) is
arrived at’ (Davies et al 1999:189).

Tokens: The total number of words produced by someone in a piece of writing or

oral speech.

TOEFL: Test of English as a Foreign Language. This is a test of language
proficiency designed for second language learners that wish to attend American

universities.

Types: The number of different words produced by someone in a piece of writing or

oral speech.

TTR: Type Token Ratio. A measure of lexical diversity which is calculated by

dividing the number of types by the number of tokens in the text.

UWL: University Word List (Xue and Nation, 1984).

V: The symbol used in formulas to refer to the number of types.

Validity (or test validity): A test is valid if it provides an accurate representation of

an abstract concept such as proficiency (Davies et al., 1999).
VKS: Vocabulary Knowledge Scale. An instrument developed by Paribakht and
Wesche (1993) which captures in an efficient way certain stages in the initial

development of given words. This is a measure of depth of vocabulary knowledge.

Vocabulary Levels Test (VLT): This is a test of written receptive vocabulary size
developed by Nation (1983; 1990).

VocabProfile: The computer programme used to produce LFPs.



17

Vocd: The command in CLAN used to compute D (the software was developed by
McKee, Malvern and Richards (2000).

Word Associates Format (WAF): A test of depth of vocabulary knowledge
developed by Read (1993).

Word Family: Words that share a common base. Different prefixes and suffixes can
be added to this base to create new words. This group of words is called a Word
Family.
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CHAPTER 1- INTRODUCTORY CHAPTER

1.1 BACKGROUND TO THE THESIS

This thesis is an investigation of the extent to which IELTS ratings can be predicted
by measuring richness of vocabulary. The thesis comprises three studies: Study 1, a
pilot study based on original data: Study 2, a complete re-analysis of an existing
corpus, and Study 3, which uses data from the IELTS website. My research develops
previous work by Read and Nation (2002), one of the seminal studies of IELTS
ratings and lexical richness, and aims to shed further light on the relationship between

measures of vocabulary knowledge and IELTS ratings.

Recent decades have seen increased academic attention to the field of vocabulary and
vocabulary measurement (for example Nation, 1983; Meara and Buxton, 1987,
Schmitt, 1994; Daller, Milton and Treffers-Daller, 2007; Milton, 2009), and there
have also been indications that vocabulary plays an important role in proficiency
ratings, all of which interested me particularly, through my work as a linguist and
English teacher. | therefore decided to investigate the relationship between measures
of vocabulary and scores achieved in the IELTS exam, one of the most popular exams

worldwide.

IELTS is one of the fastest growing tests in the world (McGovern and Walsh, 2006),
with currently around a million candidates each year. ‘The IELTS test... has
experienced an increase in the number of test sittings from about 20,000 a year after
its inception in 1989 to approximately 220,000 sittings in 2001” (UCLES, 2002a, in
Moore and Morton, 2005:44). Every day, people from all over the world choose to
take this particular test as it is one of the most widely accepted methods of assessing
academic English skills, making it a very appropriate object for study. Additionally,
Lexical Resource is one of the criteria used for rating IELTS writing and speaking

responses.

Read and Nation (2002) analyse the lexical statistics of a corpus of IELTS Speaking
tests, looking at the characteristics of vocabulary use at different score band levels,
including the different kinds of formulaic language used, and whether this varied at
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different band score levels. Despite some similarities in our studies, this thesis
notably includes a different lexical richness measure and only uses written data in the
main study (Study 2). This will later be discussed in detail in relation to the thesis

findings.

Several lexical knowledge theories are discussed in the thesis but the theoretical issue
of particular significance is that we can analyse vocabulary from two perspectives:
breadth vs. depth and receptivity vs. productivity. Depth of vocabulary knowledge is
approached in this study from a components perspective (the use of
collocations/formulaic language is one of the components of depth of knowledge).
Breadth of vocabulary knowledge in this study is defined as the size of vocabulary
(determined both by lexical diversity and lexical sophistication measures). The
starting point of the research is that vocabulary richness can be measured in different
ways, but a combination of lexical diversity and lexical sophistication measurements
gives a better overview than a single measurement. VVocabulary richness is closely
and significantly associated with language proficiency and ratings (band scores),
therefore in this study | have attempted to create a model based on various lexical
richness measures to predict IELTS ratings. It needs to be clarified from the
beginning that for the purposes of the present study lexical richness is used as a
generic term to describe vocabulary knowledge (even though as explained in the
thesis, lexical richness can also be a term referring to a characteristic of a text, while
vocabulary knowledge is a general term to describe someone’s knowledge), and
lexical diversity and sophistication are two of the dimensions of lexical richness. Both
these aspects belong to the breadth dimension of vocabulary knowledge.
Furthermore, an aspect of depth of knowledge (use of formulaic
sequences/collocations) was also added to the model in an attempt to increase the
model’s predictive validity. Formulaic language should hold a prominent place in
vocabulary research according to Schmitt (2010:9), as both written and spoken
discourse consist of large amounts of formulaic language (as large as 52-58%
according to Erman and Warren, 2000). Regarding use of terminology, it is common
in the literature for different terms to be used interchangeably (Fatahipour, 2012) in
relation to formulaic language. Specifically, ‘formulaic sequence’ is used as a generic

term that covers all different types of formulaic language. Collocations are an
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example of formulaic language therefore references to formulaic sequences (or

formulaic language) in this thesis are also indirect references to collocations.

One of the main studies regarding lexical richness measures and the use of formulaic
sequences is Fatahipour’s (2012), which investigates the possibility of a correlation
between measures of lexical richness and language ability, and between measures of
lexical richness and frequency of formulaic sequences in participants’ essays, using
the same phrase list (Martinez and Schmitt, 2012) as the present study.

Unexpected complications which are discussed in the work led to a change in the
research design. Specifically, the main difficulty encountered was the fact that after
the small pilot study (Study 1), in which IELTS essays from mock exams were
collected and analysed, it was very important to use a larger sample of authentic
IELTS data for Study 2. Given that Read and Nation had used real IELTS data in
their study, it seemed likely that Cambridge would grant me access to essays and
band scores from their databank, if they were used on an anonymous basis. However,
it soon became clear that it would not be possible to gain access to their data. The
response was very negative and IELTS seemed very secretive about the test and band
scores. Hence | had to compromise with using other data. Turlik’s (2008) corpus was
the best alternative as the essays collected (even though they were not taken from
actual IELTS exams) were marked by trained IELTS examiners and could help me
build my predictive model. However, this corpus did not include a wide range of
ratings (scores), and this seemed to influence the performance of the model. When
the model was tested with 8 real IELTS essays, taken from the IELTS website and
involving a wider range of ratings, it seemed to underestimate the values and was
only successful in predicting lower-marked essays. These problems are discussed in
detail in Chapter 7, however the process showed that a fully functional model can be
created if real IELTS data are used. Despite this limitation, the study managed to
show that vocabulary plays a major role in IELTS ratings. This was also highlighted

through an exploratory qualitative analysis of the examiners’ comments.

To conclude, thousands of language learners take exams such as IELTS every day,
and these exams are increasingly costly. This study is important in contributing new
knowledge to the area of vocabulary assessment, specifically lexical richness
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measures, and their relationship to examiner ratings (furthering previous research by
Read and Nation, 2002) and in working towards a model that could be used by
learners worldwide to predict their IELTS score before they take the exam. This
would ensure that the learners would only take the exam when ready, avoiding costly

resitting in pursuit of their desired mark.

1.2 OUTLINE OF THE CHAPTERS

After this introductory chapter (Chapter 1), Chapter 2 focuses on the literature related
to lexical knowledge and lexical richness. The importance of vocabulary has been
highlighted by various researchers (Vermeer, 1992; Laufer and Nation, 1999;
Mobarg, 1997). The size of a learner’s vocabulary in a second language can be an
indication of how proficient they are in that language, therefore various measures
have been developed over the years in order to enable researchers to measure
vocabulary knowledge. Firstly, definitions of lexical knowledge are presented with a
discussion of its dimensions. Some researchers argue for the multidimensionality of
vocabulary, such as Schmitt, Ching and Garras (2011), Read (2000), and Nation
(2001), whereas Meara (1996) suggests that vocabulary size may be the only aspect
of real importance when investigating vocabulary knowledge. The main focus here
is the fact that most researchers argue that vocabulary comprises at least two
dimensions: breadth and depth, and there is a difference between receptive and
productive vocabulary knowledge. These are the main concepts used in this thesis.
Breadth refers to the size of someone’s vocabulary (how many words are known),
and depth refers to a deeper knowledge of those words (how well these words are
understood). Therefore, despite the many definitions used in the field (Chapelle,
1998; Henriksen, 1999; Qian, 1999) my approach to lexical knowledge is that it has
at least two main dimensions: breadth and depth. This study analyses productive use
of vocabulary presented in the form of essays produced by learners. The structure of
Chapter 2 includes a discussion of what it means to know a word, distinguishing
between knowing a word receptively and productively (Vermeer, 1992) followed by
a short section on receptive knowledge tests (instruments for testing lexical diversity),
such as the Vocabulary Levels Test (Nation, 1983). These were not included in this
study due to the fact that they assess receptive knowledge, and only measures of

productive knowledge that could be applied to the IELTS essays were used here.
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After the discussion of tests of receptive knowledge the distinctions between spoken
and written registers, and between academic and less academic vocabulary, are

discussed.

In the next section of Chapter 2, different means of assessing lexical richness are
introduced, firstly focusing on the critical presentation of different measures of
lexical diversity (or variation) to explain the particular choices of measures for this
study. Indices such as the well-known and very widely used TTR ratio and Guiraud’s
Index (Guiraud, 1960) are presented and discussed. Almost all of the measures are
dependent on text length (Tweedie and Baayen, 1998), which is considered one of
the main flaws of measures such as the TTR, the values of which have a negative
correlation with the number of words (tokens) in essays. Therefore, the more words
a user produces, the lower their TTR value because they use fewer new words the
longer the text gets. Most indices of lexical diversity show a sensitivity to variations
in text length (McCarthy and Jarvis, 2010), which means that the result of these
measures can be affected when text length is not standardised. Then, measures of
lexical sophistication (measures that go beyond counting and add a more ‘qualitative’
factor to the analysis, such as frequency lists) are discussed and criticised. Examples
of these measures are P_Lex and Guiraud Advanced, of which a full description is
given in the chapter described here. Furthermore, in this chapter, a list is provided
which categorises all the tests discussed or used in this thesis into tests of either

receptive or productive vocabulary knowledge.

The last, but not least important, section of Chapter 2 is a discussion of various
methodological problems associated with the use of measures of lexical richness,
such as its problematic definition, or the fact that different researchers operationalise
the construct of lexical richness differently, hence resulting in incomparable results.
Another issue discussed in this section of Chapter 2 is the method of counting words,
how to deal with MWU (multiword units), the issue of small and unrealistic amounts

of data, and the influence of topic and setting.

In subchapter 2.6, the construct of language proficiency (and proficiency in general)
is introduced. Proficiency is a very important concept in applied linguistics, yet it is
very hard to define. This issue is addressed here, along with the importance of
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vocabulary in distinguishing between proficiency levels (lwashita, Brown,
McNamara and O’Hagan, 2008; Crossley, Salsbury, McNamara and Jarvis, 2011a;
2011b). The next sections in this subchapter present and discuss studies that show a
link between vocabulary and various aspects of proficiency. Daller et al. (2007)
suggest that the use of infrequent words could be an indicator of language
proficiency. There are various other studies that support the claim that vocabulary is
linked with proficiency (Pearson, Hiebert and Kamil, 2007; Laufer, 1992, 1995;
Hawkey and Barker, 2004). Subchapter 2.7 consists of five sections that discuss
second language testing in general, vocabulary testing, the influence of context in
testing vocabulary (Schmitt in 1999 raised the question as to whether vocabulary
should be tested in context or in isolation) and the last sections address the issues
(associated with language testing) of reliability and validity and the notion of holistic
rating (global or impressionistic rating), which is widely used but has also been
criticised (Barkaoui, 2010). Even though this type of rating is easy to use, we cannot
be sure what the raters actually have in mind when giving a specific score. Holistic
scoring is not ideal for qualitative research in writing because it cannot identify
learners’ strengths or weaknesses. One of the major issues regarding the use of
holistic ratings is the existence of halo effects, whereby an examiner’s judgement on

specific traits can be influenced by the global rating.

Subchapter 2.8 provides a discussion of the IELTS testing system and its components.
This test is a well-established test of second language knowledge for learners who
wish to attend British universities; it is widely used and has more than one million
candidates per year. It tests four skills (reading, listening, speaking and writing). The
second section of the subchapter presents findings from previous research studies
related to IELTS and academic writing such as Hawkey and Barker (2004), Banerjee,
Franceschina and Smith (2004) and Read and Nation (2002). The Read and Nation
study is obviously central since my methodology is based on their work and this thesis
develops their research. In subchapter 2.9, the relationship between vocabulary
measures and teacher ratings is discussed. For instance, Crossley, Salsbury,
McNamara and Jarvis (2011b) found that lexical diversity accounted for almost 50%
of the variance in human ratings. Results from various other studies are presented,
and variables that could act as predictors of teacher ratings, such as D or other

vocabulary measures, are discussed.
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Chapter 3 introduces the first small scale study of this thesis (the pilot study, Study
1). This analysis investigates two main research issues: whether measures of lexical
diversity or sophistication would correlate higher with the IELTS holistic teacher
ratings, and secondly to what extent teacher ratings can be predicted by a model
whose variables would be various vocabulary measures. The subjects were 42 Greek-
Cypriot students learning English as a foreign language and preparing for the IELTS
exam. The chapter presents and analyses two sets of data, oral and written language.
Guiraud (for oral) and P_Lex and tokens (for written) were the variables that
accounted for most of the variability in the overall holistic scores, and these findings
are further discussed in the last section of Chapter 3. In addition, the chapter discusses
the limitations and issues regarding the methodology of this study, such as the low
reliability of the examiners, and the potential advantage of acquiring access to a larger

IELTS database, is presented.

After Study 1, which only uses measures of vocabulary breadth as predictors of
teacher ratings, it is acknowledged that the research needs to be taken a step further,
to look at adding other measures of vocabulary knowledge (measures of depth of
vocabulary) to the IELTS model to improve its predictive validity. Depth of
vocabulary is hard to define and operationalise but research (Beglar and Hunt, 1999;
Qian and Schedl, 2004) suggests that the use of formulaic language (such as
collocations or phrasal expressions) is an aspect of depth of knowledge. Therefore,
the decision was taken to add the extra variable of ‘formulaic count’ to the model.
Chapter 4 introduces the concept of formulaic language. Firstly, a definition of
formulaic sequences (formulaic language) is provided, followed by discussions on
acquisition and use, teaching and learning formulaic sequences and how to detect
formulaic language in a text. Then a presentation of different examples of formulaic
sequences follows. This section introduces idioms and phrasal verbs. Colocations are
then introduced in a separate section (as they are the main focus of this study).
Various definitions of collocation are provided, followed by a discussion on
acquisition and use, and acknowledgment of the frequency factor. Furthermore, the
next section presents a discussion of word lists and academic corpora, followed by a
section in which the relationship of formulaic sequences and L2 proficiency (various
aspects) is presented, moving on to a discussion of the relationship between formulaic
language and ratings. The next section looks at various methodological problems
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involved in formulaic language research. The chapter closes with a presentation of
the rationale for Study 2 and an operationalisation of the study, which leads to the
second, major study (Study 2) of this thesis. Formulaic sequences were
operationalised by counting collocations using the PHRASE List (Martinez and

Schmitt 2012) of the 505 most common phrasal expressions in English.

In Chapter 5 Study 2 is presented. The second study repeated the procedures from
Study 1 with modifications, including the addition of an extra variable of the count
of formulaic sequences (phrasal expressions). Therefore, the research questions were
the same as Study 1 with the addition of an extra question, which asked to what extent
the model could be improved by adding the extra variable of formulaic count
(measure of depth of knowledge). First, an explanation is given of how this variable
was operationalised by using Martinez and Schmitt’s (2012) PHRASE List. This
study uses a different set of data from different learners and is based on a complete
re-analysis of the data collected by Turlik (2008), which is publicly available and can
be found following the link:

http://www1.uwe.ac.uk/cahe/research/bristolcentreforlinguistics/researchatbcl/iclru.

aspx
Turlik’s methodology (his data collection procedure, and treatment of the data) is
explained in the following sections with a discussion of the participants, essays,
corpus, and raters’ measures. After a thorough examination of existing arguments it
was decided, as in the case of Study 1, that the data for Study 2 would not be
lemmatized. Therefore all the derived and inflected forms of a base word would be
counted as new words (types). What follows in Chapter 5 is the analysis of the data,
presentation of the equipment and software used and the various calculations before

moving to the next chapter presenting the data analysis.

In Chapter 6 the results of the study are presented and discussed, starting with
descriptive statistics. The second section deals with regression analyses and
inference. The main findings include the discovery of a strong negative correlation
between the TTR and the tokens, as predicted. All measures of lexical diversity and
lexical sophistication correlate with the ratings, but the number of tokens has the
highest correlation of all the lexical diversity measures, and the number of types has
the highest correlation of all the lexical sophistication measures. TTR, Guiraud and
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P_Lex are the three measures (variables) that can explain more than 50% of the
variability in lexical ratings. In addition, holistic ratings can be predicted by the same
two lexical diversity measures (TTR and Guiraud), but using a different measure of
lexical sophistication, Guiraud Advanced. The formulaic count did not seem to
improve the model’s predictive validity, but all of these findings are further discussed

in this chapter.

The next section of Chapter 6 presents a discussion of Study 2. The results are
presented and subsequently explained. A multiple regression leads to a new model of
IELTS ratings, which is discussed, and explanations are provided of the possible
reasons for the findings. After the model optioned by a multiple regression excluded
formulaic count as not being significant variable, it was decided at that stage to go
back to the data and re-examine them from a qualitative perspective. 30 randomly
selected essays were then analysed in terms of not only how many formulaic
sequences they contained, but also which ones (and with how many repetitions).
These results shed some light on the previous findings because they revealed that
conducting a quantitative analysis (looking at how many) was not enough. Some
essays with a higher number of sequences but lower ratings seemed to have several
repetitions of the same sequences, whereas essays with a lower number of formulaic
sequences seemed to achieve a higher rating when these sequences were original
sequences (more types than tokens). In addition, the ‘qualitative’ analysis showed
that only 63 of the 505 phrasal expressions (formulaic sequences) in the list were used
in these 30 essays, and this could indicate that some expressions may be easier than
others to learn, and teachers perhaps teach them first. Quotation marks are used when
referring to ‘qualitative analysis’ since, even though it adds a qualitative aspect to the
data analysis, it stills deals with numbers. Lastly, the limitations of the study are
discussed, and suggestions for further research are made. The last section of Chapter
6 offers a comparison between the present study and that of Turlik (2008), since the

data (essays) and the ratings used in both studies were the same.

In Chapter 7, the holistic rating model is tested using a very small sample of real
IELTS data (taken from the organisation’s website). The results revealed that the
statistical model was based on only a limited range of scores, therefore had only a
limited predictive power and seems to underestimate the scores given for the IELTS
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data. However, the examiners’ comments for each essay were used for a qualitative
analysis which confirmed that indeed vocabulary (positively or negatively)
influences examiners’ ratings as most of them mention vocabulary in the comments

justifying their decisions for the given rating.

Chapter 8 provides a summary of the thesis, with concluding remarks and suggestions
for further research. This chapter highlights my contribution to the field, the
importance and significance of the analysis, and suggests new work that is now

appropriate.
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CHAPTER 2- LITERATURE REVIEW

2.1 INTRODUCTION

This chapter is a review of relevant literature regarding vocabulary knowledge,
lexical richness and language testing. There is a difference that needs to be
distinguished here before attempting to discuss the various definitions of lexical
richness and the ways of measuring it. There is a difference between lexical richness
(of a text) and the many ways measuring it and lexical knowledge (and the many
dimensions of it). There are many definitions used in the field of second language
acquisition and vocabulary research. The topics discussed in this chapter are the
following: vocabulary acquisition and use, definition of vocabulary-lexical
knowledge, dimensions of vocabulary-lexical knowledge (breadth and depth) and the
difference between receptive and productive vocabulary. This discussion also
highlights the relationship between productive vocabulary knowledge and the
‘evidence’ of this as vocabulary produced in a text. Then follows a discussion on the
distinction between spoken and written registers and academic (and less academic)
writing. Furthermore, lexical richness definition and problems, measures of lexical
richness (lexical diversity and lexical sophistication measures) and their advantages
and disadvantages and methodological problems when attempting to measure lexical
richness are presented. In addition, a discussion on the construct of language
proficiency is provided with a presentation of studies regarding the relationship
between vocabulary and various aspects of proficiency. A short discussion on
language testing and scoring follows, and the IELTS exam components are presented
and explained. Lastly, studies that show the link between vocabulary measures and

teacher ratings are discussed.

2.2. VOCABULARY ACQUISITION AND USE

According to Schmitt and Zimmerman (2002), vocabulary acquisition and use has an
integrated/incremental nature. This means that vocabulary acquisition is a gradual
procedure and language teaching and learning programmes should include
recycling/repetition of vocabulary in their curriculum as the learners need to be
exposed as much as possible to the targeted vocabulary. Hatch and Brown (1995)

also support the idea that vocabulary learning is not a straightforward procedure that
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can be achieved just by memorising a list of words (word lists) but a more
complicated one which is accomplished through constant vocabulary use. When
referring to the organisation of language in the mind, it is suggested (Carter, 1987)
that, besides the conceptual memory there exists a mental lexicon, which stores a
plethora of information about different words (phonological, morphological,
syntactic, pragmatic information etc.) The acquisition of words, in both L1 and L2,
IS not a procedure involving acquiring words as single entities, but as L.2 ‘labels’ of
concepts, which form larger domains of knowledge and form the network of our
knowledge of the world. The way a word is pronounced or heard is the L2 label of a
word, while the concept is everything else that is linked to the word (meanings,
associations, ideas and images). These previous studies support the idea of a quite
complicated procedure regarding the way vocabulary is acquired and stored in our
brains. This definitely has implications on testing/measuring vocabulary research as

presented in following chapters.

2.3 VOCABULARY/LEXICAL KNOWLEDGE

As Vermeer states ‘knowing words is the key to understanding and being understood’
(Vermeer, 1992: 147). Vocabulary knowledge is also an important aspect of language
assessment and is regarded to be one of the main aspects of language competence
(Grabe, 1991, Frederiksen, 1982). Laufer and Nation (1999:38) state that ‘learners at
a higher level of language knowledge know more words’, and according to Mdbarg,
‘vocabulary is arguably the most important aspect of language learning’ (Mdobarg,
1997:201). According to Turlik (2008) real vocabulary suggests a continuum
(consists of different learning stages). In addition, when referring to vocabulary
knowledge a distinction must be made between receptive and productive knowledge
(see following Section 2.3.4 for tests of receptive and productive knowledge-

discussion).
2.3.1 Dimensions of lexical knowledge
Many researchers (Schmitt, Ching and Garras, 2011) have in recent years realised the

need to look at vocabulary’s multidimensionality (size and depth). Other researchers

that argue for the multidimensionality of vocabulary knowledge are Read, Wesche
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and Paribakht, and Qian. ‘Read (1989), Wesche and Paribakht (1996), and Qian
(1999) state that vocabulary knowledge should at least comprise two dimensions,
vocabulary breadth, or size, and depth, or quality, of vocabulary knowledge’ (Qian
and Schedl, 2004:28). Moreover, Chapelle (1998) proposes a four dimensional
definition of vocabulary that consists of vocabulary size, knowledge of word
characteristics, lexicon organization, and processes of lexical access. Furthermore,
Henriksen (1999) suggests a 3-dimensional model with the main components being
1) precision of knowledge, 2) depth of knowledge, and 3) receptive and productive
knowledge (see more on receptive vs. productive knowledge in Section 2.3.4). Daller
et al. (2007), metaphorically speaking, also argue for a three dimensional ‘lexical
space’, which consists of breadth, depth and fluency but as Turlik (2008) suggests
this definition might be difficult to operationalise because it is quite problematic to

define criteria such as ‘well known’, ‘depth’, ‘breadth’ and ‘fluent’.

An empirical study by Qian (1999) which investigated the relationship between the
dimensions of breadth and depth of vocabulary and reading comprehension in ESL
found that two tests, the Vocabulary Levels Test (VLT) (Nation, 1983;1990) which
is a test of breadth/size of vocabulary and the Words Associates Test (WAT) (Read,
1993), which is a test of depth, correlated significantly and closely and states that
these two aspects of vocabulary knowledge are equally important, as they overlap
one another and are interconnected (see Section 2.4.4. and 2.4.5 for descriptions of
these two tests). This finding was also supported by Akbarian (2010) who
investigated the relationship between breadth and depth of vocabulary for Iranian
learners of English using the same two tests (VLT and WAT). There was a strong
correlation between the two tests and ‘the findings suggest that vocabulary size and
depth might be accounted for by the same factors, especially as the learners’
proficiency increases’ (Akbarian, 2010:391). Other researchers that suggest that there
are two dimensions of vocabulary, size and depth but they seem to be highly
correlated, are Bogaards and Laufer (2004), and Milton (2009). Milton (2009) argues
that there may be no distinction between those two dimensions as they are very
closely related. Vermeer (2000; 2001) supports this idea (especially in lower levels)
and Verhallen and Schoonen (1998) also support the fact that breadth seems to be
correlated with depth, an idea also proposed by Read (2004) who suggests that there
is evidence that these two dimensions are not opposites but are closely related. Even
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though there is much evidence of the high correlation between the two vocabulary
knowledge dimensions, some researchers do seem to deal with these as contrasting
aspects of vocabulary knowledge. As a researcher | believe that even though studies
suggest that these two dimensions are highly related there are also some aspects that
are representative of one and not the other. Besides Akbarian (2010) admitted that
the WAT may not even be a depth test at all (but a breadth one in disguise) - an idea
supported by Milton (2009) - and that would explain the high correlation between the
two dimensions. Therefore, this is one of the main reasons that after the pilot study
of my own research a second study was conducted in which an aspect of depth of
knowledge (collocations) was investigated to see if it could help with the construction
of my predictive model (this will be discussed in detail at the end of Chapter 4).
Laufer, Elder, Hill and Congdon (2004) propose that both size and strength of
vocabulary are equally important in vocabulary testing: “In sum, it appears that for
diagnostic purpose we need separate estimates of both size and strength to fully
understand the degree of a learner’s vocabulary knowledge’ (2004:224). Therefore,
knowing a word is multidimensional and has many degrees of knowledge such as
receptive and productive knowledge or looking at specific aspects of vocabulary such
as collocations (see Section 2.3.2 for a discussion on this issue). To get a better idea
of someone’s vocabulary we need to take various measures into account (Laufer and
Nation, 1999.) Brown’s (2011:83) study suggests that ‘a more rounded view of
vocabulary knowledge needs to be adopted by material writers, and argues for an
approach in which items are revisited regularly as different aspects of vocabulary
knowledge are introduced’. Nation (2001) suggests that there are at least nine aspects
of vocabulary knowledge.

Singleton (1999) criticises the approach adopted by researchers such as Laufer and
Nation (1999), who treat and count vocabulary as a single phenomenon independent
from grammar, text or discourse. Singleton suggests that investigation of factors
besides size and growth of vocabulary need to be added. (Read and Chapelle, 2001)
This suggestion contrasts Meara’s (1996:45) statement, which argues that
‘vocabulary size is probably the only dimension of any real importance as long as we
are dealing with a small lexicon’. | would agree with most of the researchers and
suggest that when investigating vocabulary more than one dimension/aspect should

be taken into account. The most common view and one of the main ideas in my study
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is that vocabulary knowledge has at least two main dimensions: breadth and depth.
Milton (2009) suggests that it is very hard to measure depth because the construct is
very unclear and ambiguous, but proposes that one way to address depth is by
measuring the aspects of depth, such as idioms or collocations, separately (see Study
2). This idea is also proposed by Schmitt (2010:13) who describes that depth of
knowledge can be conceptualised by overall proficiency or by breaking it to
components (such as spoken form, collocations, meaning etc.) which he calls the

‘component’ or ‘dimensions’ approach.

To summarise, when researchers attempt to analyse vocabulary they should do so by
approaching their studies from two perspectives: receptive vs productive vocabulary
and size vs depth. For my study, | approach the operationalisation of depth from a
‘components’ perspective (as suggested by Schmitt, 2010) which means that instead
of using the general definition of how well a particular word is known | take into
account various components, one of which is collocational use (see Chapter 4 for
further discussion). Therefore in my case | operationalise the term by the use of
collocations (a person knows a word well if they know the word’s collocates). Since
according to Akbarian (2010:393) the ‘construct validity of depth is therefore
challenged’ one of the common approaches researchers use, including myself, is to
test some of the aspects (such as collocations), that constitute vocabulary depth,
separately and assume this aspect will represent ability in the whole spectrum (of
vocabulary depth). Breadth is operationalised by measuring learners’ vocabulary size
(using various diversity and sophistication measures). I am measuring learners’
productive vocabulary since essays (produced by the learners) are used for the

analysis in the present study.

In the last twenty years vocabulary research has grown due to technological advances
and the availability of large corpora. ‘Vocabulary is an essential building block of
language and, as such, it makes sense to be able to measure learners’ knowledge of
it” (Schmitt, Schmitt and Clapham, 2001:180). In recent years investigation into
lexical richness has been carried out by several researchers (Vermeer, 1992, Laufer
and Nation, 1995, Malvern and Richards 1997, 2002 etc.).
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There are many approaches to calculating or measuring lexical richness, for example
measures of lexical diversity (indices and tests) and measures of lexical sophistication

(Malvern et al., 2004) which will be discussed in detail in following sections.

2.3.2 What does it mean to know a word?

One of the main discussions regarding vocabulary knowledge is what constitutes a
word. There are many different definitions in the field (Cronbach, 1942; Richards,
1976; Nation, 1990; Carter, 2000) and this is one of the challenges met when
researchers wish to conduct research regarding vocabulary knowledge/lexical
richness measurement. A small discussion is found here but this will be discussed
further in Section 2.5 (Methodological problems when measuring vocabulary).

Richards (1976) argued about seven aspects of word knowledge which include
syntactic behaviour, associations, semantic values, different meanings, underlying

form and derivations. Nation (2001:23) states:

‘Words are not isolated units of language, but fit into many interlocking
systems and levels. Because of this, there are many things to know about
any particular word and there are many degrees of knowing.’

Nation provides an analytical table regarding what is involved in knowing a word
(Nation, 2001:27). This includes both receptive and productive knowledge of the
following: Form (spoken, written and word parts), Meaning (form & meaning,
concept & referents and associations) and Use (grammatical functions, collocations
and constraints on use). According to Nation (1990) collocations and frequency are

both dimensions of what constitutes a word. Please see Table 2.1 below:
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Form Spoken Receptive | What does the word sound like?
Productive | How is the word pronounced?
Written Receptive | What does the word look like?
Productive | How is the word written and spelled?
Word parts Receptive | What parts are recognizable in this
word?
Productive | What word parts are needed to
express this meaning?
Meaning | Form & Receptive | What meaning does this word form
meaning signal?
Productive | What word form can be used to
express this meaning?
Concept & Receptive | What is included in the concept?
referents
Productive | What items can the concept refer to?
Associations Receptive | What other words does this make us
think of?
Productive | What other words can we use instead
of this one?
Use Grammatical Receptive | In what patterns does this word
functions occur?
Productive | In what patterns must we use this
word?
Collocations Receptive | What words or types of words occur
with this one?
Productive | What words or types of words must
we use with this one?
Constraints on | Receptive | Where, when and how often would
use we expect to meet this word?
(register,
frequency...) | Productive | Where, when and how often can we

use this word?

According to Vermeer (1992), knowing a word involves knowing the concept behind

that word. Vermeer states that there are two ‘ways’ of knowing a word. Words can

be known receptively (known in a context only), and productively. Learners’

receptive control of new words precedes their productive control and the size of the

receptive vocabulary is larger than the size of the productive vocabulary. This is also



35

supported from studies by Fan (2000), Laufer (1998), Waring (1997) and Webb
(2008). Vermeer argues that, due to the fact that it is hard to define what a word is or
what ‘to know a word’ means, it is very hard to indicate the size and growth of
vocabulary in children and compare results from different studies. When conducting
research to measure people’s vocabulary it is hard to distinguish between receptive
and productive knowledge (it is very hard to know if the person really ‘knows’ all the
words). Vermeer states that it is very hard to operationalise absolute size and growth
of vocabulary due to the fact that many of the measures available are neither valid
nor reliable. Laufer (1997) states that one of the factors which determine whether
someone knows a word is by knowing its common collocations (see more on
collocations in Chapter 4). Even though it is not sufficient to view vocabulary as
single words (as lexical knowledge is much more complicated and consists of many
dimensions as will be discussed below) most researchers, for practical and testing

reasons, use the definition that anything between two spaces is a word.

2.3.4 Receptive vs. Productive Vocabulary and List of Tests

When addressing vocabulary knowledge it needs to be acknowledged that there is a
distinction between receptive and productive vocabulary. Receptive vocabulary
refers to the amount of words a learner can handle in reading or listening situations,
whereas productive vocabulary knowledge refers to all the words that are available
when a learner is required to speak or write in an L2 (Daller et al., 2007). Meara and
Fitzpatrick (2000) also state that productive vocabulary is written or spoken
vocabulary produced by the learner. The terms active and passive are also sometimes
used to refer to productive and receptive skills (Meara, 1990). Read (2000) presents
a very detailed analytical table that was provided by Nation (1990) - see table 2.1
above- as to what is considered receptive and productive vocabulary knowledge and
in very simple terms he explains that ‘it is the difference that we are all familiar with
between being able to recognise a word when you hear or see it and being able to use
it in your own speech or writing’ (Read, 2000:26). Therefore, following Read’s
definition, any vocabulary produced by a learner in a text (composition) or sample of
speech will be treated and will be considered to be under the term ‘productive
vocabulary knowledge’. Besides, as Nation (2001:25) suggested: ‘Productive

vocabulary use involves wanting to express a meaning through speaking or writing
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and retrieving and producing the appropriate spoken or written word form’.
According to Schmitt (1998a), instead of differentiating between knowing a word
receptively or productively it is more appropriate to say that words (or aspects of
word knowledge) are known to different receptive and productive skills (Schmitt
1998a cited in Turlik 2008: 37). Researchers such as Melka (1997) support the theory
that the relationship between receptive and productive mastery of vocabulary is a
continuum where the first precedes the latter (we first learn words receptively and
then productively). This is also supported by Schmitt (1994) who states that the
distinction between receptive and productive vocabulary (and vocabulary testing) is
more of a continuum rather than a dichotomy. According to Meara and Fitzpatrick
(2000), receptive vocabulary knowledge is larger than productive vocabulary, and it
is more difficult to measure and rate productive vocabulary than receptive vocabulary
knowledge. Webb (2005) also claims that when it comes to learning vocabulary there
is also a difference between receptive and productive learning but not much research

was conducted to show the differences between the two.
There are various tests of receptive and productive vocabulary knowledge. Below is
a list of measures/tests discussed in the thesis, categorised either as measures of

receptive or productive vocabulary knowledge.

List of Measures

Receptive Productive

VLT (Vocabulary Levels Test) NDW (Number of Different
Words)

Revised form of VLT TTR (Type-Token ratio)
VKS (Vocabulary Knowledge Scale) D

WAF (Word Associates Format) Guiraud Advanced

Yes/No Test Lex30

LFP (Lexical Frequency Profile)

P_Lex
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All the receptive tests listed and one of the productive list (Lex 30) are all single item
tests of learner knowledge whereas the rest of the productive tests are all measures of
texts. According to Nation (2001), one can test productive written vocabulary
knowledge by either using a discrete-point vocabulary test or by analysing the
vocabulary of learners’ written compositions (which is the analysis used in the

present study).

2.3.5 Distinction between spoken and written registers

Since my pilot study (Study 1) involved the collection and analysis of both oral
(spoken) and written data, it is appropriate to highlight the differences in the nature
of these two registers. Therefore, a small discussion is included here in order to
present some of these differences. According to Nation (2001), speaking requires a
smaller vocabulary size than writing probably due to formality and topic differences
(between the two registers). There are of course some characteristics that are
representative of one register and not the other. For example, some vocabulary items
such as hedges, greetings and softeners are more likely to occur in spoken than written
language (Nation, 2001). Schmitt (2010) provides an example of some words more
common in speech such as yeah and okay and an example of words more commonly
found in writing such as thus and political. In addition, according to Schmitt
(2010:14), ‘the frequencies of lexical items differ considerably between spoken and
written discourse.” There are major differences between using written or spoken
corpora (Shin, 2007). The collocations used in oral and written speech are
considerably different, but it has to be said that collocations are found and used more
often in oral speech than written speech (see more on collocations in Chapter 4).

Another aspect that distinguishes between the two registers is lexical density .This is
one of the dimensions used in Read’s definition to describe lexical richness. It is a
dimension that discriminates between written and spoken registers (Malvern et al.
2004) and is more appropriate (according to Read) for spoken language. As
Fatahipour (2013:63) suggests ‘relation between lexis and writing is not
straightforward and depends on other factors, among which assessment issues and

task choice play a crucial part’.
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Regarding measuring lexical richness, analysing written texts is more common than
using spoken language. However, Daller van Hout and Treffers Daller (2003),
Malvern et al. (2004) and Treffers-Daller, Daller, Malvern, Richards, Meara and
Milton (2008) are some of the researchers that measure lexical richness via speaking
while most researchers use written texts. G Yu (2009- See Section 2.4.3) is one of the
researchers that measures lexical diversity in both speaking and writing of the same

students.

To summarise, the differences between oral and written registers highlighted in this
section could provide some explanation later in the thesis regarding different results

for the two datasets in Study 1.

2.3.6 Academic Writing

This thesis investigates the relation between measures of lexical richness and IELTS
ratings through the analysis of academic text. Academic writing should be treated
differently than writing for other purposes. As already discussed in the previous
section, there are certain characteristics that are representative of either written or oral
registers. If we focus on just written data, there is also a distinction between different
genres. For example, academic writing differs and consists of different lexical
characteristics than less academic writing. Academic vocabulary consists of both
high frequency words and technical vocabulary but also non-high-frequent words
which are common across academic disciplines (Schmitt 2010:78). The AWL is the
best available list of academic vocabulary (see more on AWL in Chapter 4). The
nature of academic writing influenced the choice of specific measures (especially
lexical sophistication measures that are based on frequency lists) and could be an

influential point for some of the results of Study 1.

2.4 LEXICAL RICHNESS

The size of someone’s vocabulary (the number of words that a person knows) can be
an indication of how proficient they are in that language. Therefore, researchers in
second language acquisition and assessment have argued that it might be necessary

to find a way to measure lexical richness (in a text as indication of the vocabulary
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knowledge of the originator of a text) in order to understand the level of learners of
that language (Read, 1993; Laufer et al., 2004) ( see below for definition).

2.4.1 Definition: a single or multi -dimensional model?

Extensive work has been carried out on forming methods of measuring lexical
richness. Before addressing the various methods developed to measure lexical
richness, it is important to provide a definition of this term. According to Malvern et
al. (2004), for some researchers the terms lexical richness and lexical diversity are
synonymous, but in this study | adopt a different approach. Of course there is more
than one definition according to different researchers and there is no established
definition of lexical richness, but I will start with the definition given by Read, of
which I will be testing two of its dimensions in my research (lexical variation, also

called lexical diversity (see below) and lexical sophistication).

According to Read (2000:200-5) lexical richness has the following dimensions:

1) ‘Lexical variation’ which refers to the number of different words used in a text
(not the total number of words)

2) ‘Lexical density’, which is the ratio between content words and function words
3) ‘Lexical sophistication’, which is the use of ‘rare’ or infrequent words

4) ‘Number of errors’, which means that someone with a high vocabulary level will

only make a few minor vocabulary errors.

These errors include choosing an inappropriate word to express an intended meaning,
words that do not have the correct form or the correct style and words that would be
grammatically incorrect when positioned in certain places in sentences. There is a

similar approach by Laufer and Nation (1995) discussed in Section 2.4.5.

For my study I use two of Read’s components as variables (lexical variation/ diversity
and lexical sophistication) and use lexical richness as a cover term which includes
both aspects. This definition of lexical richness in my study is adopted by Malvern et
al, 2004 which suggest that when referring to the term lexical richness one actually

refers to lexical diversity (or variation) and lexical sophistication.
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The term ‘lexical variation’ is interchangeable with the term ‘lexical diversity’, the
latter term will be used throughout this study due to the fact that it is more commonly
used (Malvern et al., 2004).

2.4.2 Lexical diversity measures

Measuring vocabulary (or counting words) dates back a long time (Thompson and
Thompson, 1915; Fries and Traver, 1960; DeRocher, 1973; Nation and Waring,
1997). Lexical diversity is very important for testing in various fields such as
neuropathology, stylistics, and language acquisition (McCarthy and Jarvis, 2007). A
very simplified definition of lexical diversity would be the range and variety of
vocabulary a learner uses in their speech or writing (McCarthy and Jarvis, 2007).
However, defining lexical diversity is very challenging and quite problematic as will
be discussed in a following section (see Section 2.5 titled Methodological problems
when measuring vocabulary). Many indices were developed in order to try and
measure learners’ lexical diversity, yet a fully valid and reliable lexical diversity
measure has proven to be elusive (Jarvis, 2002). It is very important for a reliable and
valid measure to be found in order for researchers to be confident in the conclusions

they draw.

2.4.3 Indices/Measures Based on Mathematical Models or Ratios

The basic measurement of lexical diversity is simply counting the number of tokens
and types. The word ‘tokens’ refers to the sum of all words in the text (total number
of words), where the word ‘types’ refers to each individual word (different words).
One of the simplest methods of measuring someone’s vocabulary size is the NDW,
or number of different words from a sample, which is used to calculate the range of
a learner’s vocabulary. This measure gives only a single value and, according to
Malvern et al. (2004), has some disadvantages as it is strongly related to sample size.
This means that larger texts will acquire higher values. Another method used to
calculate lexical diversity is the use of ratios. One of the most common measures of
lexical variation/diversity is the type-token ratio or TTR first introduced by Johnson
(1944). As was previously mentioned, tokens represent all the words in a text, and
types are the different words in a text. So, as Malvern et al. note, ‘When a word is

repeated, then there will be two tokens (or more) of one type’ (Malvern et al.,
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2004:19). To calculate the TTR it is necessary to divide the numbers of types by the
number of tokens:

Types
TTR = YD

Tokens

A value between 0 and 1 is given when calculating TTR, and the higher the value,
the greater the lexical richness of the text. Here it needs to be clarified that it is the
lexical richness of the text that the TTR gives, not of the author. Authors with a large
vocabulary are able to write simple texts (e.g. for stylistic reasons). The low lexical
richness of the text is then not automatically an indication of poor vocabulary
knowledge of the author. These two things are not the same. According to Malvern
et al. (2004), calculating ratios is a better measurement than simple raw values.
Malvern et al. (2004) state that research shows that this measure is flawed as it can
be affected by the size of the sample in a similar way to the NDW. Higher values can
then be acquired from shorter texts, and with larger texts the TTR will give you lower
values. Even for a text written by the same author the values for the TTR decrease
with increasing text length, as previously mentioned. If the texts are written by
different authors, then larger texts can be an indication of a higher proficiency and
there is nothing wrong with them getting higher values for an index. The point is that
larger texts get systematically higher values even if they are written by the same
author. A text from the same author gets a lower value at the beginning and a higher
value at the end although the proficiency/vocabulary knowledge of the author does
not change. Even though there have been various attempts of standardisation,-
attempts to standardise the size of samples, number of tokens (Klee, 1992;
Thordardottir and Weismer, 2001) - there are still problems with this measure.
Therefore, even though this is the most obvious and simplest way of measuring

lexical diversity, it is flawed (Duran, Malvern, Richards and Chipere, 2004).

Malvern and Richards (1997) explain that, even though TTR is one of the most
common measures of lexical diversity, there are many problems with it, the biggest
problem being the fact that TTR is not constant and decreases in parallel with
increasing text length/number of tokens. This means that the more a speaker talks (or
writes), the greater the possibility of repetitions (they run out of new words with
increasing text length because the vocabulary size of every speaker/writer is finite).
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Therefore, the main weakness of TTR is its sensitivity to text length (Read and
Nation, 2002). This problem could be explained by Heaps’ law (1978) - see Glossary
of Terms and Abbreviations- which suggests that with the increase of tokens in a text,
the number of types falls. Therefore, the more tokens, the less types will be produced
in a learner’s speech or text (because types will re—appear as tokens if the learner

repeats them).

To make these measures valid, a standardisation is needed. So, to compare different
TTR ratios, it is necessary to use the same number of tokens for each person, in order
to make the ratios comparable (Malvern et al., 2004:24-5). Van Hout and Vermeer
(2007) support the above statement by stating that ‘plain Type-Token Ratios can
produce erratic outcomes, especially when the numbers of tokens vary substantially
between the texts to be compared’ (Van Hout and Vermeer, 2007:93). The
researchers comment on the fact that it is remarkable that even though the TTR is
proven to be erratic it is still widely used in several studies (including my study- see
below for justification). Despite these methodological problems I included TTR in

my research design because it is a widely used measure (see Methodology section).

Another traditional and one of the first developed measures is the MSTTR. MSTTR
(Mean Segmental Type-Token Ratio) is a measure which was first recommended by
Johnson (1944). Malvern et al. (2004:25) describe that the calculation of MSTTR can
be done by:

‘Choosing a given standard number of tokens, sufficiently small for a
number of different sub- samples of that size to be taken from the smallest
language sample in the data set. Each transcript is then divided up into
segments of the given length and the TTR calculated for each. MSTTR is
the average over all sub-samples.’

MSTTR is not a function of sample size because the size of the segments (whose
TTRs are calculated) are averaged therefore ensures higher reliability. Even though
it is obvious that MSTTR is an improved version of NDW and raw TTR, it is still not
considered the best measure of lexical diversity due to various problems associated
with it (Malvern et al., 2004). Some of the main problems according to Malvern et al.
(2004) associated with this measure are the following: non comparability of MSTTRs
calculated by different sizes of standard segment, not suitable for very short texts
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because they give distorted results and loss of data in cases that transcripts cannot be
divided exactly into standard-sized segments. The researchers state that their measure
D (see below) overcomes all these problems, and this justifies my decision for its
inclusion (instead of the MSTTR) in the present study.

For many decades researchers have tried to improve the existing indices in an attempt
to overcome the text-length dependency weakness. There have been attempts by
various researchers to transform TTR, including Guiraud (1960) and Carroll (1964),
who proposed the ‘Corrected TTR’. Guiraud proposed the ‘Root TTR’ to solve the
problem of TTR and sample size. Mainly, what the researchers were trying to do was
to try to create a constant and overcome the fact that TTR falls with increasing text
(Malvern et al., 2004). Guiraud assumed that ‘the fall is proportional to the square
root of the token count’ and the measure he proposed was TTR multiplied by the
square root of N (Malvern et al., 2004:26).

_V _ Wy _oNY_
RTTR =~ = TV =VNZ=VN xTTR
Logarithmic transformations of the TTR (Herdan, 1960) were also proposed to
overcome its flaws which are mentioned above. Herdan’s Index or LogTTR is

calculated by dividing the logarithm of tokens by the logarithm of types:

logV

Log TTR =
°9 log N

Maas (1972) proposed another index that uses a logarithmic transformation of types
and tokens. McCarthy and Jarvis (2010) reported that Maas (1972) was the index
from the log correction approach that was the least affected by text length. Maas index

is calculated using the following formula:

log N —log V(N)

MAAS =
T g )
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According to Malvern et al. (2004), all these measures were tested over a number of
years which brought researchers to the conclusion that most of them are still quite
problematic because none of them seem to overcome the sample size problem. All
the mathematical transformations of TTR were found by Vermeer (2000) to be
unsatisfactory in terms of their validity or reliability. However, Vermeer (2000)
claims that Guiraud is better than TTR. As already mentioned above, according to G
Yu (2009), even though there were various attempts to develop measures of lexical
diversity, the TTR is still the most widely used (despite its flaws).

To solve the problem of text length dependence, Malvern and Richards (McKee et al,
2000) developed a mathematical model of lexical diversity and introduced D, which
is the single parameter of a function that models the falling TTR curve. The fall of
the TTR curve is less steep for essays with a greater lexical richness than for essays
with lower lexical richness and therefore, ‘the value of D determines the height of the
curve and therefore measures the diversity of vocabulary’. (Malvern et al., 2004:189).
According to G Yu, ‘the higher the D, the greater the diversity of a text’ (2009:239).
The minimum sample size requirement to compute a valid D is 50 words. However,
as Van Hout and Vermeer (2007) state, all kinds of measures (even D, which was
proposed to offer a solution to previous problematic measures) seem to have
reliability or validity issues and suggest that the TTR can sometimes be a better
measure than D in terms of concurrent validity. On the contrary, Malvern and
Richards’s (2002) research, established that D is a valid measure of vocabulary
diversity. It can be computed using the vocd command with the CLAN software
(MacWhinney, 2000) to analyse language data and measure someone’s vocabulary.
This command uses random or sequential sampling to calculate lexical diversity
(McCarthy and Jarvis, 2007). Also, D as a measure seems to be text length dependent

and this will be discussed in the following paragraph.

Hoare (2000) wanted to examine whether D is a better measure of vocabulary
richness than TTR, and sought to uncover whether D is dependent on text length. In
his study, calculations of the TTR and D from EFL students’ oral stories were
compared. Two different groups of non-native speakers who were learning English
were used, one intermediate and one advanced level group. The subjects were asked
to describe two pictures (the first was just a picture and the second was a picture
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story). Then the transcripts were transcribed into CHAT (MacWhinney, 2000)
format, and using CLAN tools the TTR and D for each subject was calculated. The
results showed that the mean D figure for the advanced group was significantly higher
than the figure for the intermediate group which was an expected result. Even though
the TTR produced a similar result, it had to be discounted because of the effect that
the shorter utterance length had on the TTR score. Therefore, it was suggested that D
IS a more accurate way of measuring lexical diversity than TTR. However, the
important outcome of Hoare’s study is the fact that he showed that D is text length
dependent (but not for texts written by the same author). This needed to be examined

further and could not be generalised due to the fact that this was a small scale study.

According to G Yu (2007), lexical diversity is used as a part of the rating scales of
many widely used tests such as IELTS, TOEFL and MELAB (Michigan English
Language Assessment Battery). Specifically in IELTS, all writing and speaking
samples are rated for their ‘lexical resource’. According to G Yu, lexical diversity is
also used for automated writing and speaking scoring. ‘It seems that lexical diversity
had been widely assumed as an important quality indicator of test performance’ (G
Yu, 2009:237). D is a good measure of academic performance (G Yu, 2009) and has
many methodological advantages (Jarvis, 2002; Malvern et al, 2004). Crossley et al.
(2011a) state that D is indeed a good predictor of academic performance (this will be
further discussed in Section 2.9). According to G Yu (2009), the use of similar
measures such as D and TTR may provide contrasting findings. However, this does
not necessarily mean that the one is better than the other, but the author does urge us
to look at lexical diversity from various perspectives. G Yu (2009) also states that
lexical diversity can be affected by various non-linguistic factors such as stress,

anxiety (Howeler, 1972) or anticipation of being evaluated (Jarvis, 2002).

However, McCarthy and Jarvis (2007) discussed and criticised the validity of vocd
(which produces D) as a measure of lexical diversity. They argue that a fully valid
and reliable measure of lexical diversity has not yet been found. They criticise the
use and importance of vocd as the standard/norm for measurement of vocabulary in
many areas such as stylistics, neuropathology, language acquisition and forensics
because often researchers get misleading, questionable results. One of their main
arguments is whether it really measures what is supposed to measure, they basically
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criticise the wide use of vocd as a tool of lexical diversity measurement. They state
that even though D (vocd) is a better measure than others, it should still be used with
caution because it is also sensitive to text length (this is also supported by Hoare-
previous page). The authors claim that Malvern and Richards, the creators of vocd,
stated that the upper limit of the index is a non-specific ‘few hundred words’ without
clearly defining this. Why is this relevant? Because as McCarthy and Jarvis rightly
argue, researchers will always want to investigate texts of more than a few hundred

words (longer texts) and will always want to compare essays of different sizes.

Moreover, McCarthy and Jarvis (2007) state that researchers should test measures of
lexical diversity (LD) against each other. Therefore, they tested vocd against 13 other
measures of lexical diversity. The thirteen measures that were rivals of D in this study
were: RTTR (Guiraud, 1960) and CTTR (Carroll, 1964), which are square root
correcting measures. U (Dugast, 1978), SS (Somers, 1966), Maas (Maas 1972), and
RK (Rubet’s K, Dugast, 1979) which are log correcting measures. M (Michea, 1969),
S (Sichel, 1975), and K (Yule, 1944) as measures that regulate frequency of
occurrence of types, and W (Holmes and Singh, 1996; Bucks, Singh, Cuerden and
Wilcock, 2000). The original calculation of D was then added, calculated using 2
ways (Malvern and Richards, 1997, and Jarvis, 2002), and the last measure was the
traditional Raw TTR. After a Pearson correlation it was found that all 14 measures
correlated significantly with the text length, suggesting that even though vocd is a
good measure of LD, it still had not overcome the text length dependency problem

older indices had.

Overall, McCarthy and Jarvis (2007:461) are very critical of vocd’s reliability and
construct validity. The authors do not support the use of vocd as an ‘industry standard
for measuring Lexical Diversity’ due to the text length sensitivity. They support that
a definition of the construct of lexical diversity is also required, and question whether
just one measure (one single index) is enough to encompass the construct of lexical

diversity.

Fatahipour (2012) investigated the validity of various lexical richness measures. He
investigated the validity of D and Guiraud which are lexical diversity measures (and
Guiraud Advanced but this is not relevant in this section). Fatahipour (2012) is quite
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critical regarding the use of D as a valid measure of lexical diversity as it did not
produce (in his study) high significant results (there was a correlation of D and
general language ability- measured by the VLT- but not a highly significant one). His
results showed that Guiraud proved to be a better measure of lexical richness since
there was a highly significant correlation between Guiraud and language ability (VLT

scores).

There are many different measures that can be used for measuring learners’ lexical
diversity, all with their advantages and disadvantages. Overall, most researchers
(Silverman and Bernstein Ratner, 2000; Owen and Leonard, 2002; Malvern et al.,
2004) seem to agree that D (even though it has its drawbacks) is a good predictor of
ratings and can be used as an indicator of academic performance. However, as
Malvern et al. (2004) suggest, a combination of various measures and aspects should
be taken into account because ‘a single, perfect measure of lexical diversity fit for all

research purposes may be just like the Holy Grail” (Malvern et al, 2004:3).

2.4.4 Test/instruments (receptive knowledge tests)

As already mentioned in Section 2.3.4, vocabulary can be analysed in terms of
receptive and productive vocabulary. This small section here is about various tests of
receptive vocabulary knowledge. Some of the tests are listed here to give an overview
of what is available for measurement of what is thought to be receptive vocabulary
knowledge but I will not expand on this issue as my focus is different (I focus on

productive vocabulary knowledge- essays written by learners).

Apart from the various indices for measuring productive vocabulary, there are also
tests that have been developed to measure receptive vocabulary knowledge. The
Vocabulary Levels Test has been the centre of attention for many years (Read, 2000)
due to its use as a placement tool and a measure of learners’ vocabulary and size. The
Vocabulary Levels Test by Nation (1990) is not a measure of vocabulary
sophistication (depth of knowledge), but rather a measure of the learners” knowledge
of common word meanings at various levels (2000, 3000, 5000, 10000 and University
Word Levels). It comprises of these five levels based on word frequency (Beglar and
Hunt, 1999). The Vocabulary Levels Test (Nation 1983, 1990) is not, according to
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Nation (2001), a test to be used as a measure of vocabulary size, it is a measure of
written receptive vocabulary size, so it would not provide much information on how
the test words could be used in speaking or writing tasks (Nation 2001 cited in Beglar,
2010). However, it is a diagnostic test in terms of vocabulary teaching since it was
created to assist vocabulary teaching in learning programmes. This idea seems to be
reinforced by Cameron (2002) who states the usefulness of the Levels Test as a
research and pedagogic tool (for receptive vocabulary size). The Vocabulary Levels
Test was criticised by Read (1993) because it presents words in isolation (see Section
2.7.3 regarding the influence of context in testing vocabulary). Beglar and Hunt
(1999) revise and validate through their study the 2000 Word Level and University
Word Level Vocabulary tests which are both components of the VVocabulary Levels
Test developed by Nation. The authors propose two new forms for each test which
make the tests more reliable. Another test of receptive vocabulary knowledge is the
Yes-No Test (which was developed by Meara and Buxton, 1987). Receptive
vocabulary knowledge is measured by asking the participants whether they know a
word or not (pseudo-words are used in this test format to control for guessing).
Mochida and Harrington (2006) investigated the Yes-No Test, and suggest that it is
a valid measure of receptive vocabulary knowledge. According to Mochida and

Harrington its checklist format makes it quick and easy to use.

As | have already mentioned at the start of this sub-section, none of these instruments
were used for measuring vocabulary knowledge in this study due to the fact that these
tests are measures of receptive knowledge. In my study all the measures used were
of productive vocabulary knowledge that could be applied to measure the vocabulary

in the IELTS writing transcriptions.

2.4.5 Lexical sophistication measures

Vermeer (2000) suggested that it is not enough to deal with numbers alone, and that
adding frequency of words (difficulty of words) in a model of lexical diversity would
make it more valid (this is however quite contradicting because frequency data are
also numbers). It was suggested by Van Hout and Vermeer (2007) that existing
lexical richness measures could be improved by adding a frequency factor. Martinez

and Schmitt (2012) also claim that the issue of frequency is at the forefront of
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research. Schmitt (2010:13) states that: ‘Frequency is one of the most important
characteristics of vocabulary, affecting most or all aspects of lexical processing and

acquisition.’

All measures/indices from previous section 2.4.3 are quantitative measures, as all of
them are based on the relationship between types and tokens. However, there are also
measures of lexical sophistication that are based on the use of frequency lists (i.e.
they look at the advanced words) such as the lexical profile ‘LFP’ (Laufer and Nation,
1995), P_Lex (Meara and Bell, 2001) and Guiraud Advanced (Daller, Van Hout and
Treffers-Daller, 2003). These measures focus on different aspects of lexical richness
because they make a distinction between infrequent and basic words, so they are used
to measure lexical sophistication (Daller and Phelan, 2007). Hellman states that
(2011:178) “...the primary source of adult vocabulary growth is exposure to low-
frequency vocabulary in a wide range of texts...” which supports the focus on

frequency when measuring lexical richness.

Word frequency can also be particularly useful in terms of vocabulary teaching and
learning. According to Daller et al. (2007), frequency and vocabulary learning are
closely associated. Laufer and Nation (1999) state that the distinction made between
high frequency and low frequency words is a cost-benefit distinction: ‘The cost is the
time and effort to teach and learn the words. The benefit is the number of
opportunities to use the words as represented by the frequency of the words’
(1999:35). In other words, words that are more frequent should be learned first and
the teaching of less frequent words should follow.

A further approach that goes beyond purely quantitative measures is the one by
Laufer and Nation (1995) who argue that lexical originality (LO), lexical density
(LD), lexical sophistication (LS), and lexical variation (LV) are amongst the most
popular measures used for determining a learner’s productive lexicon. Lexical
originality is the percentage of words in a piece of writing that are used by one
particular writer and no one else in the group (also called hapax legomena). Laufer
and Nation report that this measure is quite unstable because it is defined by the group
factor which means that if the group changes the index changes too (the performance

value is relative to the group). This makes the measure unreliable as we can only get
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information about a learner’s performance in relation to the rest of the people in the
group. Lexical density is the percentage of content words (nouns, adverbs, verbs,
adjectives) in the text. Lexical words contain all the information, so if a text included
more lexical words it should be considered denser. However, lexical density (LD) is
influenced by the number of function words and this affects the validity of the
measure. This means (according to Laufer and Nation) that it is not particularly
certain that this index measures vocabulary as the lack of function words in a text
could be the result of more subordinate clauses or ellipsis which are structural not
lexical characteristics of a text. Lexical sophistication (as already discussed above)
is the percentage of ‘advanced’ words in a text. The authors state that the weakness
of this measure lies in the fact that ‘advanced’ is defined differently by different
researchers, causing the measure to become unstable. Lexical variation (as previously
mentioned) is another term for lexical diversity (for definition see Section on Lexical
Diversity). This measure can be affected by differences in text length. Laufer and
Nation also state that LV is dependent on the definition of a word. Laufer and Nation
in 1995 introduced a new measure of lexical richness, the Lexical Frequency Profile
(LFP). The VocabProfile (and its latest version, Range) software, which was
developed by Laufer and Nation (1995), analyses the vocabulary of different texts,
places them into four different lists (frequency layers), and gives an LFP (Lexical
Frequency Profile) which shows the richness of each text. The LFP or Lexical
Frequency Profile, which was proposed by Laufer (1994), shows the percentage
(based on the total number of types in the text) of words used at different vocabulary
frequency levels. The calculation is carried out by the VocabProfile computer
programme (http://www.lextutor.ca/vp/eng/). This compares the text with the

different vocabulary lists to see what percentage of the words are covered in the text.
Laufer and Nation report that a word is defined as a word family in the programme
(base form+ inflected and derived forms). The base word lists that are available for
the programme are four. The first is based on the first thousand most frequently used
words in English, the second includes the second thousand most frequently used
words, and the third includes words that are not found in the two previous lists and
are not used as frequently. The fourth layer includes words that are not found in the
previous lists. The source for the first two lists is ‘A General Service List of English
Words’ (West, 1953), and for the third ‘The Academic Word List’ (Coxhead, 1998;
2000). Therefore, words found in the first two lists will belong in the first two
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thousand most frequent word families in English and words found in the third list will
belong in the AWL (Academic Word List) and will be low frequency words (rare
/infrequent words). The authors present their study using LFP in practice. The aim of
the study was to establish the validity and reliability of LFP as a measure of lexical
richness. Laufer and Nation expected to find the same LFP across different samples
collected at the same stage of learning. In addition, they expected to see that at a
higher level the lexis would be richer. If the LFP correlated with the Vocabulary
Levels Test (Nation, 1983) it would show validity of the measure. The measure would
also be considered valid if it distinguished between different levels of language
proficiency. Using a sample of 65 foreign learners of English they collected two
compositions, written from each subject during class time in one week. The length of
each composition was 300-350 words and the topics of the compositions were of a
general nature. The learners in the experiment were also given the active version of
the Vocabulary Levels Test. All the compositions were entered into the computer,
which only analysed the first 300 words of each composition. The researchers omitted
any words that were incorrectly used from the count. The VVocabProfile programme
carried out the calculations. The results showed that the less proficient students used
more of the first 2000 most frequent words. The less proficient also made use of the
second 1000, but the most significant differences appear with the more sophisticated
vocabulary, the UWL and the ‘not in the list’ words. ‘These differences are in
accordance with the concept of language proficiency which assumes that richer
vocabulary is characteristic of better language knowledge. If the LFP has tapped these

differences, this is evidence for its validity’ (Laufer and Nation, 1995:316).

Laufer (1994) presents the weaknesses of the existing four accepted measures of
lexical development and is in favour of adopting the LFP. According to Laufer, the
LFP has many advantages over other measures of lexical richness. Unlike lexical
originality, LFP does not change with the change of group; this makes the LFP a more
objective tool. In addition, it is not dependent on syntax or text cohesiveness like
lexical density. Furthermore, lexical sophistication only distinguishes between two
types of words —frequent and sophisticated, while LFP provides a more detailed
picture of the different types of words. Lastly, the LFP is free of subjective decisions
regarding what a topic or thematic unit is. Thus it is more reliable than other less
frequent measures. According to Read and Chapelle (2001), words that are used
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incorrectly are excluded from the frequency analysis, making it a more reliable
measure. ‘The LFP included a procedure whereby content words which have clearly
been used incorrectly by the learner are excluded from the frequency analysis’ (Read
and Chapelle, 2001:7).

Meara (2005) criticises the use of the LFP as a reliable tool for assessing L2
vocabulary because it is not as sensitive as claimed and cannot detect small changes
in vocabulary size. It is only reliable when the groups compared have large
differences in vocabulary size. LFP does not work well for learners that produce
smaller essays because, according to Laufer and Nation (1995), two 300 word essays
are needed to obtain stable vocabulary size estimates (Meara and Fitzpatrick, 2000).
According to Crossley at al. (2011a), LFP can be less predictive, especially for shorter
texts. Edward and Collins’s state that ‘the findings confirm that the ability of LFPs to
distinguish between groups diminishes as vocabulary size increases. However, for
fairly homogeneous groups, LFPs are able to provide a coarse but reasonable tool for
vocabulary size estimation’ (Edwards and Collins 2011:1). Laufer (2005) rejects
Meara’s criticism because he uses ‘artificial data’ and the bases of her rejection of
‘artificial’ data is that Meara got it from computer simulations and that Laufer does
not think that they are valid for ‘real-world’ research on human learners. Although
the computer simulations used by Meara to analyse LFP might give us some insights
in the validity of LFP, they probably cannot cover all the complexity of real-life
language learning and vocabulary testing. In my view, Laufer is right to reject
Meara’s findings to some extent because they are ‘artificial’. However, Meara’s
criticism on the sensitivity of the LFP (to capture small or modest changes in

vocabulary) should be taken seriously and it casts some doubts on the validity of LFP.

Meara and Fitzpatrick (2000) proposed Lex30, which is a word association task that
stimulates vocabulary production and was designed to measure productive aspects of
deep word knowledge. Word frequency data is used to measure the vocabulary
produced (Fitzpatrick and Clenton, 2010). The test presents learners with a list of 30
stimulus words which they are required to respond to. One of the test’s advantages is
its practicality, because it is not time consuming and is easy to administer. Fitzpatrick
and Clenton (2010) investigated the performance of Lex 30, which is a test of
productive vocabulary, and suggested that is a valid test for vocabulary knowledge
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because it produces consistent scores from learners over a short time period. Even
though Lex30 seems to be a valid test of productive vocabulary it could not be used
in my study due to the nature of my data- the test requires students to produce words
based on a stimulus word, whereas | had essays to work with and analyse.

Meara and Bell (2001) outline the need to go beyond intrinsic measures of lexical
variety (measures that are based on tokens and types) and develop extrinsic measures
of lexical richness (i.e. measures that look at sophistication /frequency of words).
Such measures would provide supplementary information about the tokens and types.
The LFP (Laufer and Nation, 1995) discussed above is one of these measures, but,
according to Meara and Bell, has some limitations. They propose P_Lex (2001),
which explores the distribution of difficult words in a text. It produces a simple index
that shows how likely the occurrence of these words is. Although P_Lex may seem
similar to Laufer and Nation’s (1995) Lexical Frequency Profile because they both
look into the occurrence of infrequent words, there is a big difference between them
as LFP just reports the percentage of these words whereas P_Lex uses a mathematical
model. P_Lex is based on a computer programme that models the occurrence of rare
words with a Poisson distribution. A Poisson distribution has a single parameter,
‘Lambda’, which can be used as a mark for the essay. A Poisson distribution gives
the probability of obtaining exactly n successes in N trials (e.g. 4 rare words in 10
words). For this programme to work a basic word list is needed. Lambda values are
easier to interpret and work with than LFP ratios (Meara and Bell, 2001). One of the
reasons behind this is the fact that LFP gives you four different values, whereas
P_Lex gives only one (lambda). Therefore, P_Lex may be easier to interpret. Lambda
values normally range from 0 to 4.5, and the higher the figure, the higher the
proportion of infrequent words. They are also less sensitive to text length than LFP
scores, so P_Lex is more suitable for use with relatively short texts. Therefore the
P_Lex methodology can be seen as reliable. Even though both the LFP and P_Lex
use the same frequency list (Xue and Nation, 1984), P_Lex seems to have many

advantages over LFP.

Guiraud Advanced is another measure of lexical sophistication proposed by Daller,
Van Hout and Treffers-Daller (2003). This is wordlist based (which is similar to

Meara’s ‘extrinsic’ measures) and is calculated by dividing the advanced types
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(words that are not in the basic lists) by the square root of the number of tokens (all
tokens, not advanced tokens). Advanced TTR is a transformation of the TTR with the
difference that the ratio is calculated by dividing the number of advanced types by
the number of tokens. Daller et al. (2003) investigated existing measures of lexical
richness in the spontaneous speech of bilinguals and proposed these two new
measures: The Advanced TTR and Guiraud Advanced, which are suggested to have
more advantages than traditional measures. They both lead to highly significant
results which can be explained more clearly even with smaller samples. In their study
the lexical richness of two groups of Turkish-German bilinguals was calculated. The
new measures demonstrate the characteristics of the subjects better than the existing
measures. ‘The reason for the advantage of the advanced measures is the fact that
they include additional information that is not available with purely quantitative
measures’ (Daller et al., 2003: 218). Even though both new measures -Advanced TTR
and Guiraud Advanced- proved to be more powerful measures of lexical richness
than the existing measures (TTR and Guiraud), because they had a wider scope and
showed differences between the groups more clearly, the results were clearer when

using Guiraud Advanced.

It must be mentioned here, to avoid confusion, that all previous measures, even
though they are under the title measures of lexical sophistication (because they go
beyond just looking at size but also look at frequency of words from various lists) are
all measures of breadth not depth of vocabulary knowledge. All measures used in my
research are measures of breadth, apart from one in Study 2 (collocations/formulaic
count, which is an aspect of depth of vocabulary knowledge). Here follows a short
discussion on measures claimed to investigate depth of vocabulary knowledge (see

more on aspects of depth of knowledge in Chapter 4).

Wesche and Paribakht (1996) state that most research on second language vocabulary
acquisition is based on measures of vocabulary size or ‘breadth’ measures, however,
few researchers concentrate on ‘depth’ (terms of kinds of knowledge of specific
words or degrees of such knowledge). Several vocabulary size measures are
discussed and criticised in their work, and a new instrument called the VVocabulary
Knowledge Scale (VKS) is proposed to enable researchers to assess levels of
familiarity with given words. The VKS (Wesche and Paribakht, 1996) is an
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instrument used for measuring depth of knowledge. The VKS is an instrument that
efficiently captures certain stages in the initial development of knowledge of given
words. This instrument elicits both self-perceived and demonstrated knowledge of
specific words in written form by using a scale combining self-report and
performance items. Here is an example of the scale from Paribakht and Wesche
(1993):

1: I don't remember having seen this word before

2: | have seen this word before but | don't know what it means

3: | have seen this word before and I think it means (synonym or translation)
4: | know this word. It means (synonym or translation)

5: I can use this word in a sentence. e.g.: (if you do this section,

please also do section 1V)

Paribakht and Wesche’s (1997) test is selective in nature as certain target words are
selected to be the focus of the assessment (Read and Chapelle 2001). This instrument
was used in a pilot study (conducted by Paribakht and Wesche) whose results
revealed significant intra-group gains. VKS also proved sensitive to inter-group
differences in content vocabulary gains. Paribakht and Wesche report that minor
changes and clarifications were made to improve the instrument’s precision for

further studies.

However, the authors state that the purpose of VKS is to capture the different initial
stages of word learning and not to estimate general vocabulary knowledge. In
addition, it does not reveal anything about understanding different meanings of the
same word or different aspects of word knowledge. It is also unsuitable for large
samples because it requires hand-scoring. Paribakht and Wesche state that one of the
main advantages of VKS is the fact that it elicits students’ perceived knowledge of
vocabulary items and also allows verification with demonstrated knowledge.
Demonstrated knowledge here is showed by the learners ability (if they choose
statement number 3, 4 or/and 5) to produce a synonym or use the word in a sentence.

However, from my point of view, one of the main disadvantages of the VKS is the
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fact that learners need to assess their vocabulary knowledge (choosing between the
five statements of the scale). Therefore, they can always underestimate or
overestimate what they know or how they know it resulting in non-representative
results (as Read suggested in 1993- it is not appropriate to rely on self-report). For
example, they may use the word in a sentence that does not show the true meaning of
a word. For example, if we take the word ‘beautiful’ the learner could respond to
VKS Statement 5 with this sentence: I don’t really know what beautiful means. This
according to the VKS scoring criteria is a grammatically correct sentence but does
not show the meaning of the word ‘beautiful’ so there would be problems with
assigning a score to this sentence. In addition, another disadvantage is that it is very
time-consuming. The VKS is also criticised by Henriksen (1999) as to whether it

really measures depth of knowledge.

Read (1993) emphasised the need for suitable instruments with which to measure
vocabulary acquisition and reports the investigation of a new test format that will also
test how well particular words are known, not just if a word is known. The test (Word
Associates Format, WAF also known as Word Associates Test, WAT) was designed
for measuring vocabulary acquisition in students learning English for academic
purposes at university level. He states that they wanted to develop a test format that
would ask for a simple response, but would have a large coverage of words and at the
same time would test depth of vocabulary. The concept of word association was
initially used due to the fact that there is extensive literature on word associations in
L1 (Deese, 1965; Clark, 1970; Postman and Keppel, 1970) and L2 users and learners
(Meara, 1980:234-39; Meara, 1983). Even though Meara had decided that word-
association tasks were not satisfactory for testing learners’ vocabulary knowledge, he
suggested to Read to create a task in which learners would choose answers instead of
giving their own (learners are presented with a stimulus word). Stimulus words were
selected from the University Word List (UWL) Here is an example of a word
associates item (Read 1993:359):

edit
arithmetic film  pole publishing

revise risk  surface text
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The evidence from Read’s analyses show that this word associates test is reliable and
can be used to measure knowledge of academic vocabulary as represented by the
University Word List (Read 1993:368). Read conducted an item analysis to prove the
test was reliable and also had a ‘verbal report’ from eight students explaining the
deciding factors for their choices. However, the results can be affected by the test-
takers willingness to guess the correct answers because in most cases people that were
willing to guess the answers were successful. The items of this test are heterogeneous
in structure in a variety of ways, and this characteristic reflects the actual variety of
words in the language and is appropriate for a test that was designed to measure the
quality of vocabulary learning in a university EAP course. However, the test was
rather complex to analyse and the analysis showed that there was a high variability
in the patterns of responses to individual items. To help improve the Word Associates
Format and allow it to reach its full potential as a research tool, it is necessary to
develop tests that focus on more homogeneous subsets of vocabulary items. To obtain
more conclusive results it is essential to have a larger dataset, because Read’s study
was limited by the relatively small number of test-takers. Schmitt, Ching and Garras
(2011) criticise the WAF (Word Associates Format), which is a test of depth, as they
state that the WAF can sometimes underestimate or overestimate word knowledge.
Nevertheless, the test is used as a measure of depth of knowledge in various studies
(Ehsanzadeh, 2012). My main critical comment regarding the use of the Word
Associates Format is the same as the VKS, therefore | would not be eager to use it
due to its reliance on self-report. In addition, word associations are very difficult

because everybody has other/different associations.

2.5 METHODOLOGICAL PROBLEMS WHEN MEASURING VOCABULARY
2.5.1 Problems with definitions

There are various problems regarding the existing vocabulary measures. The first
which was discussed in a previous section is the problematic definition of lexical
diversity. According to G Yu (2009) there are many terms that are used by various
researchers interchangeably (terminological challenges). G Yu (2009:238) also states
that: ‘Further complications arise when the same term was conceptualized and

quantified differently in different studies. Indeed, different conceptualisations and
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quantifications of lexical diversity make it difficult to compare and synthesize the
findings of these studies although they used the same term- lexical diversity.’

G Yu (2009) suggests that even though there are many empirical studies in applied
linguistics that have measured lexical diversity (as an indicator of writing and
speaking performance), it is extremely hard to compare their findings due to the fact
that they have used different conceptualisations and quantifications of lexical
diversity. The many different names and operationalisations of lexical diversity make
it hard to compare research findings.

2.5.2 How do we count words?

Apart from the definition problems and the fact that sample size can affect the results
of some quantitative measures, a problem lies in the fact that it is hard to
operationalise the construct of vocabulary (Schoonen, 2001; Read, 2000). It is
difficult to discuss or analyse quantitative aspects of vocabulary because it includes
counting/numbers; in order to do this the researcher first needs to decide on a
definition of what a word is and what to count as a word (Nation, 2001). Vocabulary
size has been hard to measure due to serious methodological problems revolving
around what we count as a word or how we test whether a word is known (Nation
and Waring, 1997). Since 1942 (Cronbach) and for many years to follow researchers
(Richards 1976; Nation 1990) have been struggling to decide what constitutes a word.
The concept of ‘word’ is very unclear (Bogaards, 2000). According to Carter (2000),
an orthographic definition is very simple: a word is any chain of letters which has on
each side either a space or a punctuation mark. This definition is used for practical
and testing reasons. This definition is quite simple and easy to use when counting
words, but there are certain problems involved when one actually starts counting. For
example, even if we decide on the orthographic definition, how do we count words
such as run, runs, running and ran? Should they be counted as four separate words
(Carter, 2000)? As already mentioned in a previous section, it is not sufficient to view
vocabulary only as single words as vocabulary knowledge is much more complicated
and entails more than just knowing a dictionary meaning (Fatahipour, 2012). The
main proposition by Carter was to count lexemes (the base forms of words as they
are found in dictionaries.). Another issue raised is how to measure compound words
such as post box (Carter, 2000). A definition given by Bloomfield (1933, cited in
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Carter, 2000) states that a word makes sense on its own if it is used as an answer to a
question, a statement or exclamation. Read and Chapelle (2001) refer to the ‘ill-
defined nature of vocabulary as a construct’ (2001:1). According to them, different
researchers approach vocabulary from different angles. It is problematic to attempt
to define what to count as a word (Coxhead, 2000). Gardner (2007) is very critical of
the construct of a word (what constitutes a word) for research and pedagogical
purposes. Word families, multiple meanings and multiword items are all aspects that
affect the validity of the construct of word. ‘Words may seem like simple entities but
they are not. Their surface simplicity belies a deeper complexity’ (Pearson et al.,
2007). In Beglar and Hunt’s (1999) study, ‘a word is defined to mean a base word
plus all of its inflections and derivatives’ (Laufer, 1992, 1997; Nation, 1990; Read,
1998). Thus, the base form buy, plus its inflections and derivatives- buys, bought,
buying, buyer and buyers- constitute a word often termed lexeme- (Beglar and Hunt,
1999:133). One could argue of course that derivational morphology which changes
the word class creates new words, therefore buy and buyers are two different types.
Beglar and Hunt (1999) argue that if a learner knows the base form there is as yet no

evidence that they will know all the derived and inflected forms of that word.

Various researchers have tried to measure different aspects of vocabulary knowledge
(Schmitt and Meara, 1997; Laufer, 1998; Read, 1998). It should be pointed out that
according to Read (2000), one of the main problems with measuring vocabulary size
is the fact that some researchers focus on counting word forms and others focus on
counting word families. Nation (2008) questions whether we should count different
forms of the same word as different words or not. Word forms are different forms of
a word, such as wait, waits, waited and waiting, which are also known as lemma.
Words with different morphology could sometimes be strongly related to be
accounted as one single item. Therefore, to overcome this problem most lists consist
of word families (West, 1953; Xue and Nation, 1984) - see Glossary of Terms and
Abbreviations for a description of ‘word family’. Researchers who carry out studies
that involve counting words lemmatise the tokens, therefore the base word (in this
case the word wait) will only be counted once since the inflected forms will not be
counted. A word family is a group of words that share the same basic meaning- they
share a common base (Read, 2000). Raw or lemmatised data could give different
results of lexical diversity according to Richards and Malvern (2007).
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2.5.3 What about Multiword Units (MWU)?

Another key issue is how to deal with multiword units (MWU), and what to consider
as a MWU (Pawley and Syder, 1983). These units include collocations, idioms,
formulaic sequences etc. This will be pursued in Chapter 4 (for a detailed discussion
see Chapter 4). It is extremely difficult to try and count these MWUSs (Nation, 2008).
However, they are very important in defining someone’s vocabulary size (Nation,
2001). This issue was also raised by Carter (2000) and Read (2000), who were
concerned about the way idioms such as kick the bucket, should be treated if they are
to be counted as three separate words. If we follow Bloomfield’s definition they
should be counted as three different words, but if we do this they lose the meaning
they have as a multi-word unit. Carter (2000) is very critical of the vocabulary
measures because he argues that researchers cannot measure someone’s vocabulary

until certain problems are overcome and definitions are agreed upon.

To summarise, it is obviously difficult how to define a word, and researchers need to
be clear on the definition they would like to use when they engage in research
involving vocabulary measurement. | do not use a single definition in my work (I use
different definitions in different studies) as I believe that none of the definitions above
completely cover the concept of what a word is and how it should be counted. The
main definition used for my research is the Orthographic Definition by Carter (2000),
which treats words as any chain of letters with either a space or a punctuation mark
on their side. For Study 1 I do not count lexemes (the base form of words) because
when a leaner knows a word it does not necessarily mean that they know all its
derivatives. This is supported by literature - see Chapter 3, Section 3.3.2. For the
purposes of Study 2 however, | count chunks of language (formulaic sequences).
Thus, it can be assumed that a combination of different definitions and aspects of

lexical knowledge are used in this thesis.

2.5.4 Small (and unrealistic) amount of data

Daller et al. (2007) state that researchers usually use a small amount of language for
their analyses. This can be quite problematic due to the fact that a small amount of
language may not be representative of what a learner knows, so a single short piece
of speech may tell us little about the amount of productive word knowledge a learner
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has. According to G Yu (2009:238), ‘the lexical diversity of a product is only one
static manifestation of the producers’ lexical diversity which may well be dynamic in

nature’. Moreover, Mobarg (1997:212) argues that:

‘testing vocabulary status in production immediately poses problems,
however, it is a well-established fact that any given text only employs a
tiny fraction of the author’s full vocabulary and, furthermore, that the text
will determine, i.e. delimit, the scope and choice of vocabulary used’.

However, our only option is to use a small amount of language because we cannot
monitor someone’s everyday speech from day to day -we cannot be present every

single moment our subjects produce language of any kind.

2.5.6 Choice (and influence of topic) and setting

Furthermore, the choice of topic can have a different effect when measuring learners’
vocabulary. G Yu (2009:254) states that ‘compositions on impersonal topics had
significantly higher lexical diversity than personal topics. Higher lexical diversity
was achieved when candidates were highly familiar with the topic’. Research by
Brown (2003:53) revealed that, when rating oral IELTS interviews, examiners
commented on the adequacy of candidates’ vocabulary for the type of topic
(describing it with terms such as familiar, unfamiliar, professional etc.). Finally,
Cook (2008) states that it is not enough to just count words in laboratory settings.
Tests need to be developed in order to find out if people can use the words or can

remember them.

2.6 LANGUAGE PROFICIENCY
2.6.1 Definition

‘Proficiency in a second language is one of the most fundamental concepts in Applied
Linguistics, and accordingly its character is the subject of ongoing and intense debate’
(lwashita et al., 2008:24). Language proficiency is very difficult to define. Individuals
give different answers when asked to define language proficiency. One of the
broadest terms, suggested by Blue, Milton and Saville (2000), is the amount of
language a person is acquainted with. There is also ambiguity in the use of the term

‘proficient’, and it can be used interchangeably with other words -for example,
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competent, good, fluent (lwashita et al., 2008). One of the main components of
academic proficiency is academic language proficiency, the other is knowledge of
academic content (Krashen, 2011). Proficiency levels can be distinguished by various
features of test-takers discourse under analysis, such as vocabulary (token and type),
grammatical accuracy, grammatical complexity, pronunciation and fluency as
defined by Iwashita et al. (2008). Crossley et al. (2011b:182) also state that *...lexical
proficiency is an important element of language proficiency and fluency, especially
for second language (L2) learners’. In addition, according to Laufer et al. (2004),

vocabulary size is linked with general language proficiency.

2.6.2 Lexical Richness and Proficiency Ratings

There is an on-going discussion regarding the role of lexical richness within the
construct of foreign language proficiency (Daller et al., 2007). Could the use of
infrequent words be an indicator of language proficiency? The use of infrequent
words seems to reflect a greater vocabulary size and sophistication (Wesche and
Paribakht, 1996). The use of certain function words can also indicate the proficiency

level of learners (Morris and Tremblay, 2002).

Laufer and Nation (1995) suggested that a richer vocabulary is an indicator of a better
understanding of language, and wanted to discover whether there would be a
significant difference between the LFP’s of learners of different language proficiency
levels. Their results showed that the less proficient students were using more of the
first 1000 most frequent words, and therefore their hypothesis was confirmed (Laufer
and Nation, 1995).

The results of Morris and Cobb’s study (2004), who used vocabulary profiles as
predictors of the academic performance of TESL (Teaching English as a Second
Language) trainees, showed that the more words (tokens) produced by a learner the
higher the level they achieved. This was also the case with a wider range of words-
types (Iwashita et al., 2008). Various studies showed that different aspects of lexical
proficiency can be predictive of L2 production (McNamara, Crossley and McCarthy,
2010; Crossley et al., 2011a). The results of a study by Iwashita et al. (2008) show

that the features of vocabulary and fluency (as individual detailed features of spoken
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language produced by test takers) have the strongest correlation with levels of
performance (speaking proficiency). Adam’s (1980) study, which examined the
relationship of 5 different components (accent, comprehension, vocabulary, fluency,
and grammar) of the Foreign Service Institute (FSI) Oral Interview Test of Speaking
and the global speaking scores, showed that vocabulary and grammar were the main
components (factors) that distinguished different levels of proficiency. Higgs and
Clifford (1982) proposed the Relative Contribution Model (RCM) due to their
suggestion that ‘different factors contribute differently to overall language
proficiency’. This model describes ‘rater perceptions of the relative role of each of
five component factors making up global proficiency -i.e. vocabulary, grammar,
pronunciation, fluency and sociolinguistics (lwashita et al., 2008:26). Teachers in
Higgs and Clifford’s study (1982), as results show, thought that vocabulary and
pronunciation mattered most at lower levels. This changes at higher levels where all
four components- apart from sociolinguistics- seem to have equal weight (Iwashita
et al., 2008). In Hawkey and Barker’s study (2004) it was found that at higher IELTS
proficiency levels essays were longer and employed with a broader vocabulary. After
the use of a standardised version (compute every n words rather than once n for the
whole text-the default is every 1000 words) of the type- token ratio, which allows the
comparison of texts of different lengths, it was confirmed that vocabulary range
increases as proficiency levels increase. Therefore, ‘range of vocabulary is thus
possibly a feature distinguishing proficiency levels’ (Hawkey and Barker, 2004:143).
G Yu (2009) states that lexical diversity is a predictor of general language proficiency
as his results revealed that D correlated positively and significantly with language

proficiency.

Daller and Xue (2007) also investigated different measures of lexical richness in
order to find which measure is the best to use for measuring oral proficiency. They
asked participants to describe two picture stories; their descriptions were recorded
and transcribed into CHAT. Then the participants’ lexical richness was calculated
by using various measures such as D, P_Lex, LFP, TTR, Guiraud Index and
Advanced Guiraud (see Glossary of Terms and Abbreviations for explanations of
these measures). The results showed that the most appropriate measures for oral data
were Guiraud’s Index and D which yield lower and highly significant p-values when
groups are compared. In addition, even though Advanced Guiraud and LFP showed
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the differences between the groups, they were not as suitable as the previous measures
for the given context. According to the researchers this may be due to the fact that
these word-list based measures were not developed on the basis of everyday spoken
language. The only measure which seemed to be invalid measure for oral data
(spontaneous speech data) was TTR which did not produce a significant p-value. As
previously mentioned, Fatahipour’s (2012) study showed that lexical richness
measures can be used to partially address the construct of language proficiency. There
was a correlation (but not a strong one) between language ability and lexical richness

measures.

Tidball and Treffers- Daller (2007) state that the measures D, Guiraud Index and
Advanced Guiraud are all valid for measuring lexical aspects of language proficiency
(which is also supported by Daller and Xue, 2007). The results from their study
embrace the suggestion by Malvern and Richards that researchers should not only use
one single measure in research but rather a combination of all of them which could

lead us to a better understanding of people’s vocabulary knowledge.

2.6.3 Lexical knowledge and reading ability

Nation (2001) states that there is a close relationship between lexical knowledge and
reading comprehension. This is also supported by Shen (2008) who argues about the
existence of such a relationship and explains that their connection is complex and
dynamic. Vocabulary size is found to be directly linked to reading comprehension
(Stahl, 1999). In their study, Albrechtsen, Haastrup, and Henriksen (2008) found a
significant correlation between L2 vocabulary size and L2 reading ability. Laufer
(1992) conducted research on how L2 lexical knowledge interacts with the reader’s
general academic ability. She wanted to investigate how L2 proficiency affects L2
reading. Her results showed that lexical richness in L2 is a better predictor of reading
in L2 than a learner’s general academic ability (including the reading ability in L1).
She suggests that lower proficiency learners could improve their L2 reading skills by
improving their vocabulary knowledge. ‘Laufer concludes that a vocabulary of less
than 3000 words is a more significant factor in limiting English reading
comprehension for academic purposes than learners’ general academic ability,

including L1 reading skills’ (Beglar and Hunt, 1999:134).
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Her results reinforce the suggestions of other researchers (e.g. Kelly, 1989), which
state that:

‘Vocabulary constitutes the single largest obstacle to advancement and a
massive vocabulary instruction programme is of the utmost importance
in the teaching of a foreign language. If a good knowledge of foreign
vocabulary can compensate for lower general academic ability, then even
learners of mediocre ability can improve considerably in their L2 reading
once they have raised their lexical level” (Laufer, 1992:101).

Scores on depth of vocabulary were also found to be good predictors of reading

comprehension levels (Akbarian, 2010).

Pearson et al. (2007) state that vocabulary is an important factor in text
comprehension. This idea is supported by Hirsh and Nation, who suggest that readers
need to be familiar with 95 per cent of the words in a text to comprehend and
understand its main points and use their L1 reading skills to read in a second language
(Hirsch and Nation, 1992). Besides Hirsh and Nation’s study there are various others
that support the idea of vocabulary being an important aspect of text comprehension.
However, there seems to be a disagreement in the percentage of words that need to
be known for text comprehension. Qian and Schedl suggest ‘that vocabulary
knowledge is instrumental in reading comprehension...” (2004:28), and Schmitt,
Wun Ching and Grabe (2011) suggest that the percentage of words needed for reading
comprehension is estimated to be around 98%, as suggested by Hu and Nation (2000).
Furthermore, Nation (1990) suggests that knowing 3000 words is enough to
understand 95% of general texts. In academic texts, 3000 words covers 88% of a text.
‘Qian (1998; 1999; 2000; 2002) has found that in reading comprehension both depth
and breadth of vocabulary knowledge play important roles, and that two aspects of
depth of vocabulary knowledge- namely, meaning, which includes synonymy and
polysemy, and collocation- are important variables’ (cited in Qian and Schedl,
2004:30). These findings seem to also apply to spoken discourse as a study by
Adolphs and Schmitt (2003) showed that ‘around 5,000 individual words were
required to achieve about a 96 per cent coverage figure. These results suggest that
more vocabulary is necessary in order to engage in everyday spoken discourse than
was previously thought. The implication is that a greater emphasis on vocabulary
development is necessary as part of oral/aural improvement’ (2003:425). The latter

study does not concern reading ability but spoken discourse. However, it was
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included in the discussion because it is quite relevant, as it shows the importance of
vocabulary knowledge in comprehension in general. Even though researchers seem
to conclude different findings, there seems to be a consensus regarding the fact that
vocabulary knowledge is linked with comprehension.

2.6.4 Lexical knowledge and school success

According to Verhallen and Schoonen (1998), lexical knowledge is an important
predictor for school success. The results from their study showed that bilingual
children are disadvantaged at school because not only do they know fewer words in
their L2 than in their L1, they also have a shallower knowledge of the L2 words they
seem to have acquired (the meaning allocation to these words is poorer and less

paradigmatic).

2.7 SECOND LANGUAGE (L2) TESTING AND SCORING
2.7.1 Language testing

Language testing research has evolved (like every research brand) throughout the
years. There were two main assumptions before the 1980s regarding the
dimensionality of language proficiency and measurement: it was assumed that
language proficiency was one-dimensional (uni-dimensionality), and quantitative
research, using statistical methods, was the norm (Bachman, 2000). These
assumptions developed in the 1980s and it was believed that proficiency was a multi-
trait construct and the need for communicative language tests arose (Alderson, 1981).
In the 1990s the research broadened further with the expansion of research
methodologies, the development of authentic tests, concerns about ethics and aspects
that could affect performance were investigated. Nowadays, the concept of language
testing is one of main areas of applied linguistics and applied linguistic research.
According to McNamara (2011), the problem with language testing is the fact that
researchers approach it from a single perspective: either by statistics and
measurement (the ‘testing’ side), or language linguistics (the ‘language’ side), and
not both as should be the case (McNamara, 2011:435). This means that testing should
be more spherical (be approached from various angles/perspectives) and constantly

updated by theories of psychometrics and also theories of language use. According
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to Alderson (2005), diagnostic tests have certain characteristics that make them
distinguishable from placement or proficiency tests, and the most significant of these
is the fact that these tests should be used to detect a learner’s strengths and

weaknesses and should be specific rather than global.

2.7.2 Testing vocabulary

Testing vocabulary plays a major part in the role of language testing in general. As
previously mentioned, there are tests of vocabulary breadth and depth. The
importance of vocabulary breadth tests is highlighted by the following statement by

Laufer et al.:

‘Depth tests tend to test only a small number of items, their value lies
mainly in enabling us to research specific items targeted for investigation
amongst specific research participants. Size tests, on the other hand,
consist of larger samples of words from different word frequency levels,
which, when chosen randomly, represent the entire vocabulary at these
levels.” (Laufer et al., 2004:208)
Bogaards (2000) suggests that when testing L2 vocabulary knowledge there are
many aspects that should be considered and tested, such as meaning, morphology,
syntax, collocations etc. ‘Testing vocabulary knowledge in a second or foreign
language is not as straightforward an affair as is sometimes thought’ (2000:490). An
issue regarding vocabulary testing is whether to test words in context or in isolation.
Should vocabulary be tested in context? Schmitt (1999) states that some learners may
recognise words in context, but not when isolated, raising the question of what is

actually tested: vocabulary knowledge or inferencing skills.

2.7.3 Influence of context in testing vocabulary

When testing vocabulary it is very important for any researcher to think about the
influence context may have on their testing. Some examples of tests that analyse
individual words and do not take context into account are the Yes/No Format (Meara
and Buxton, 1987) and Levels Test (Nation, 1990).

Read (2000) contributed a detailed description of the difference between two types

of tests who names discrete vocabulary tests and comprehensive (embedded) ones.
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Discrete tests are tests in which words are tested as single items (are isolated from
any context- context does not play a role in the assessment), basically tests that focus
on selected target words. Comprehensive (or embedded) tests not only test
vocabulary items in isolation but ‘vocabulary is embedded as one component of the
measurement of a larger construct, such as communicative competence in speaking,
academic writing ability or listening comprehension’ (Read 200:188). There is one
thing that we need to consider though: according to Read not all comprehensive
measures are embedded ones since some researchers use them on a discrete basis.
This means that even though they may have a large sample of text produced by a
learner they isolate vocabulary and try to measure it and are not interested in assessing
any other abilities. This is the approach I adopt in my studies too because even though
vocabulary is presented in context (in the form of an essay) | am not really testing
words in context but in isolation. Of course context plays an important role in testing
vocabulary so a short discussion on the influence of context in testing vocabulary will
follow but it is not in the scope of this study to examine this any further. Read (2000)
justly wonders whether vocabulary can be separated and tested on its own and not as
part of language proficiency in general (see discussion on language proficiency in
Section 2.6). He argues that one of the disadvantages of testing a word in isolation is
the fact that the word could have multiple meanings and there would be no clue as to
which word the researcher is attempting to assess. However, if we present words in a
sentence, learners could guess or infer the meaning from surrounding words. There
is not much research on the role of context in vocabulary assessment but it is generally

agreed (and followed in this study too) that is it best to present vocabulary in context.

2.7.4 Test Reliability and Test Validity

Researchers need to be extra careful when designing and running a test regarding the
test’s reliability and validity. Test reliability refers to the notion of how accurately a
test measures what it is supposed to measure. Therefore, if a test is reliable it would
mean that if you run/repeat the test several times you would get the same results. Test
validity refers to ‘the extent to which a test measures what it is supposed to measure’
(Daller et al., 2007:16). We always need to be sure about the concept we are testing.
Tests that are used to measure vocabulary need to be tested for their reliability and

validity. When testing vocabulary it is very hard to know if what is tested is actually
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what is supposed to be tested. Therefore, other issues arise such as content validity
and construct validity. Content validity refers to whether a test has the appropriate
content, and construct validity checks whether what is measured is the construct that
IS supposed to be tested. There is also the concept of convergent validity (see
Glossary). Nation and Beglar (2007) argue about several issues that can threaten the
validity of tests of vocabulary knowledge, such as the candidates’ attitude towards
the test or how willing they are to participate. In addition, they argue about the
appropriateness of frequency data and suggest that tests that are based on L1
frequency lists could be less useful in second language conditions. This could be a
possible reason for my Study’s (Study 2) unexpected results- because the list used for
the analysis in Study 2 is based on L1. The other issue is that of what each researcher
is actually counting (which is discussed in a previous section). It makes a difference
and the studies incomparable if one researcher counts lemmas and another one does
not. Lastly, they suggest that the language of instruction could affect the test’s
validity. All these issues need to be taken into account when choosing any tests or

measures for vocabulary testing or assessment.

2.7.5 Rating scales- holistic scores

In the present study raters were asked to provide an IELTS holistic (overall) rating
for the essays (see Chapter 3- Methodology Section). Therefore it would be
appropriate to present some issues regarding this type of rating scales.

‘Holistic scoring is widely used in second language (L2) writing assessment’
(Barkaoui, 2010:516). It has been broadly used in various large-scale writing
assessments, such as the computer- based TOEFL (Lee, Gentile and Kantor, 2009).
Holistic scoring is also called global or impressionistic scoring, according to Lee,
Gentile and Kantor (2009). Recently, holistic scoring has started being used,

especially in automated essay scoring and evaluation (Lee et al., 2009).

However, even though this type of scoring is widely used, there are various issues

and limitations regarding the use of this holistic (or global) scoring.

‘In particular it allows raters to include evaluation criteria not listed in the
scale and to use personal judgement to determine how important a
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specific [criterion] is to the overall score, thus resulting in raters moving
away from the criteria originally designed to define what is being
assessed. This can reduce score consistency across and within raters and,
ultimately, change the meaning of the scores’ (Goulden, 1994:74).
Connor-Linton (1995) also suggests that unless we investigate further with a more
qualitative analysis (maybe with a think-aloud protocol) what the raters actually rate,
we cannot be sure of what it is that the given rating represents. It needs to be
considered that when using holistic rating the researcher can never be fully aware of
what it is that is being assessed. Even though we may get the same ratings from two
different raters, it does not necessarily mean that the same score had been awarded
for the same reasons. Douglas and Selinker (1992, 1993) argue that different reasons
may drive raters to arrive at the same ratings even if they use the same scoring rubrics.
Connor-Linton (1995) also states that holistic ratings are not ideal for
assessment/rating.
Other researchers also state that it is not very useful in assessment, and the use of this
rating in writing research fails as a qualitative research tool. Hamp-Lyons (1995:760)
states that ‘a holistic scoring system is a closed system, offering no windows through
which teachers can look in and no access points through which researchers can enter’.
Weigle (2002) criticises the use of rating scales in performance assessment by stating
that they are not specific enough, leading the raters to a holistic marking. According
to Weigle, this type of scoring is not suitable for picking up learners’ particular
weaknesses or strengths. In the case of second language learners this can be a major
problem as learners may still be in the process of developing/acquiring writing skills
and may produce uneven profiles for different aspects of writing. Holistic rating is
not ideal for generating diagnostic feedback as it is multi-trait scoring, which is not
used widely for very important reasons. These reasons are, firstly the cost, and
secondly, the fact that the different traits are often interrelated and correlate highly
among themselves and holistic scores (Lee et al., 2009). Therefore, holistic rating is
reliable for identifying proficiency (levels), but cannot be used for identifying
specific areas of weakness (Erling and Richardson, 2010).

Knoch’s (2009) study compared two rating scales, for EAP (English for Academic
Purposes) writing, one of which is more detailed than the other because it was

empirically developed (with detailed level descriptors). The results showed that the
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rater preferred the more detailed scale because they could differentiate the various
aspects of writing. In addition, the raters’ reliability was higher when the latter
descriptors were used. In a comparison of holistic and analytic scales it should be
noted that analytic scales have higher reliability and validity but are expensive and

time consuming. However, they are more effective (Knoch, 2009).

Rating scales have been criticised for using ‘impressionistic terminology which is
open to subjective interpretations’ (Knoch, 2009:278; Brindley, 1998). Mickan
(2003, cited in Knoch, 2009) stated that band levels do not provide specific
descriptions for each level, but rather a relativistic wording to differentiate between
levels. Knoch’s study showed that ‘a rating scale with descriptors based on discourse-
analytic measures is more valid and useful for diagnostic writing assessment
purposes’ (2009:301).

In the IELTS rating procedure all the scores from each section are averaged and
rounded to produce an overall band score. The results are reported as whole and half
bands. There is a problem of inconsistency in ratings and Mickan (2003) suggested
that even though raters should use analytic scales they tend to rate the essays as whole

(give a holistic rating) than distinguishing between different parts.

Lastly, another issue regarding holistic ratings is the existence of a halo effect.
Similar ratings regarding the lexical and holistic ratings in this study may suggest the
existence of a halo effect. ‘Holistic type rating often results in a halo effect where a
rater awards the same score for a number of categories on the scale’ (Knoch,
2009:294). Knoch (2009) suggests that the existence of a halo effect is usually

present when raters encounter problems in the rating process.

Despite the fact that the existence of a halo effect could always be a potential problem
or hindrance to any study, there were only holistic ratings produced from the raters
in all of my studies. This does not undermine or compromise the study because
previous research (Zughoul and Osman Kambal, 1983) —which compared the holistic
and analytic methods- showed that the inter-rater reliability was higher in the holistic
rather than in the analytic rating.



72

2.8 IELTS

2.8.1 The IELTS test components

IELTS stands for ‘International English Language Testing System’ and is designed
to provide students with evidence of their English proficiency (Blue et al., 2000). It
is a very popular test which is recognised worldwide. It is designed for people who
intend to study or work in an English speaking country. It measures the candidates'
abilities in English across all four language skills (writing, speaking, listening and
reading). Candidates can choose to take either the General training test or the
Academic test. The first test prepares people to live in an English speaking country
and be able to communicate and work. The second test prepares candidates for
academic study in an English speaking university (British Council,
http://www.britishcouncil.org).

For the purposes of the present study only the Academic test, which measures
proficiency, is of interest. Details for each section of the Academic test can be found

here:

2.8.2 The Academic Reading Test

This test is divided into 3 sections, each with 40 questions based on 1 reading text per
section. The length of the Academic reading test is between 2000 and 2750 words. A
question paper and an answer paper are given to all candidates. The candidates are
allowed to write on the question paper but they cannot remove it from the test room
after the end of the test. Candidates must put all answers onto the reading answer
sheet before the end of the hour. There is no extra time allocated after the 1 hour set
for the academic reading test for the transfer of answers to the answer paper.

Various question types are used for the tests and are usually selected from the

following list:

. Multiple choice

. Short answer

. Sentence completion

. Notes/summary/diagram/flow chart completion

. Choosing from a heading bank to identify paragraphs or parts of the text
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. Identification of writers opinions/ideas - yes/no/not given
. Identification of information in the text - yes/no/not given OR true/false/not
given

o Classification

. Matching lists or phrases

Texts are taken from a variety of sources such as magazines, journals, books and
newspapers. Texts do not require specialist knowledge of the subject. All reading
passage topics are of general academic interest. At least one text contains a logical
argument and one of the texts may include a diagram, graph or illustration. If there
are any words or terms of a specialist technical nature, which candidates would not
be expected to know, then a short glossary is provided.

2.8.3 The Academic Writing Test

The Academic Writing Test lasts one hour. Candidates are required to perform 2
tasks.

In Academic Writing Task 1, candidates are asked to describe in their own words
factual information given to the candidate in pictorial form(s). The pictorial form(s)
are usually a line graph, a bar chart, a pie chart, a table or a picture describing a
process. Sometimes there could be a combination of these input forms. Candidates
are required to write a minimum of 150 words.

In the Academic Writing Task 2, candidates are asked to write an essay on a general

academic topic. Candidates must write a minimum of 250 words.

2.8.4 The Academic Speaking Test

The IELTS Academic Speaking Test is the same for both the Academic and General
Training modules. The test is conducted by one examiner and one candidate and the
conversation is recorded. The Academic Speaking Test is divided into 3 sections.

Section 1 The Academic Speaking Test Section 1 starts with some general
introductory questions (How are you today? etc.). Then the candidates must answer

questions relating to personal information, similar to the type of questions one would
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ask when meeting someone for the first time. Finally, the examiner poses a series of

questions on two topics of general interest (4 - 5 minutes).

Section 2 In the Academic Speaking Test Section 2, only the candidate speaks (it is
a monologue by the candidate). The candidate receives a card from the examiner,
which provides, a subject and a few guiding questions. The student then has to talk
for 1 to 2 minutes on that specific subject without being interrupted by the examiner.
The examiner determines the exact length of time. The students have an optional one
minute to prepare for their talk and are given a piece of paper and a pencil with which
to make brief notes. After the candidate's talk the examiner asks one or two brief

questions to finish off the section (3 - 4 minutes).

Section 3 In the Academic Speaking Test Section 3, some more questions, generally
related to the subject spoken about in Section 2, are asked by the examiner. These
questions require some critical analysis on the part of the candidate and are usually

more demanding (4 - 5 minutes).

2.8.5 The Academic Listening Test

The IELTS Academic Listening Test is the same for both the Academic and the
General training modules. The candidates listen to a tape and then answer a series of
questions. The candidates have to listen very carefully because the tape is played only
once. The Academic Listening Test is divided into four sections, with 10 questions
in each section (a total of 40 questions) and lasts for about 30 minutes. Candidates
have an extra 10 minutes at the end of the test to transfer their answers to the answer
sheet.

A variety of question types are used in the Academic Listening Test, usually taken

from the following list:

e Multiple choice
e Short answer
« Sentence completion

o Notes/diagram/flow chart completion
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(IELTS Help Now, http://www.ieltshelpnow.com)

The scoring system used is a distinctive nine point system. Each candidate receives
scores for each language skill and an Overall Band Score on a scale from Non User
(1) to Expert User (9) (McGovern and Walsh, 2007). As already mentioned in the
introductory chapter, there has been an increase of IELTS test takers from around the
world. IELTS is a test of great importance therefore justifying my decision to use it
in my research to create a predictive model which, long term, could have financial

benefits for test takers.

2.8.6 IELTS and vocabulary knowledge

There are three main studies regarding the relationship between IELTS scores and
vocabulary/lexical knowledge. The first study is a study by Read and Nation in 2002
who examined vocabulary use in the IELTS Speaking Test. They decided to
investigate vocabulary because Lexical Resource is one of the main criteria
examiners need to rate for the IELTS Speaking Test. The researchers looked into the
vocabulary items used by candidates, and their lexical diversity and lexical
sophistication were measured. By conducting a more qualitative analysis the
researchers also looked into the use of formulaic language by the candidates.
Transcriptions of 88 IELTS Speaking tests were used for the calculations, and the
results showed that the measures of lexical diversity (vocabulary size) ‘did not offer
a reliable basis for distinguishing oral proficiency levels’ (Read and Nation,
2002:207). Therefore, the scores (band levels) of the IELTS Speaking Test could not
be predicted by measures of lexical diversity. The qualitative analysis showed that
higher band candidates used more formulaic language in their speech, but did not use
as many low-frequency words. This is one of the studies that influenced my
methodology design. My method was similar to theirs but not my findings. They
measured lexical density (proportion of content words in a text) which I did not and
is one of the differences between the two studies. In terms of measuring lexical
variation and lexical sophistication similar calculations were carried out. They
calculated D (lexical variation) and used P_Lex for lexical sophistication which was

also used for my study. However, | also used other measures for lexical variation
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(TTR and Guiraud) and lexical sophistication (Guiraud Advanced) -see Chapter 6,

Section 6.3 for similarities or differences in our findings.

Mayor, Hewings, North, Swann and Coffin in 2002 investigated differences between
high and low-scoring scripts (writing) of IELTS Academic Writing Task 2 using data
from Chinese and Greek L1 candidates. They looked at error analysis, sentence
structure, argument structure -at the sentence level and at the discourse level- and
tenor and interpersonal meaning. They also conducted an exploratory qualitative
analysis which involved only a small number of scripts. They wanted to check how
high-scoring essays differ from low-scoring ones and came to the conclusion that
there is not one dominant feature of high-scoring essays but a combination of them.
This result was probably due to the fact that raters- as previously mentioned in section
2.4.2 on holistic ratings- seem to adopt a holistic rating style rather an analytic one.
Their main findings were that the stronger predictors of IELTS scores were the word
length of essays and low error rate. There seemed to be less errors (frequency of
errors) in high-scoring scripts than low-scoring ones. This was also one of the
findings in a small study by Demetriou 2004- see section below on vocabulary
measures and teacher ratings. However, word count had a stronger correlation than
any of the error categories, therefore it is one of the strongest predictors of band score
in the IELTS Writing Task 2 performances. ‘The average word count of high-scoring
scripts was 336.9, compared to 265.8 for low-scoring scripts’ (Mayor et al.,
2002:256). Calculation of the TTR for each task showed that there was no apparent
relationship between the different band levels and the TTR which is not a surprising
result due to the fact that TTR is considered to be flawed (see Section 2.4.3).
However, there is apparently a relation between the amount of speech (raw number
of types, raw number of tokens) and the bands. Even though this result should be
treated cautiously due to the small sample size, it was later supported by research
from Banerjee et al. (2004).

In 2004, Banerjee, Franceschina and Smith investigated the different features of
written language production at different IELTS band scores, using a large sample of
275 test participants. One of the main aspects researched was vocabulary richness.
They suggested that counting the total number of words in a text (tokens) and the

total number of different words in a text (types) is the simplest measure of lexical
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richness. They also calculated the TTR (see below) but, due to the fact that it is
considered to be a flawed measure (see section 2.4.3), it did not produce the expected
results. Their research showed that there was a correlation between the number of
tokens and types with the IELTS overall scores (IELTS band scores). They propose
that the higher the band the candidate achieves in the IELTS exam, the higher the
number of tokens and types in their speech. This makes sense because the more
someone speaks they will produce more tokens and less types (as words will tend to
be repeated). The researchers (Banerjee et al., 2004) also looked into the lexical
sophistication of the test takers (the number of unusual words and the number of low
or high frequency words used by the candidates). The Range programme was used to
measure lexical sophistication. After Banerjee et al. (2004) calculated the candidates’
lexical sophistication (as defined by the use of less-frequent words), it was established
that the more advanced students used less high-frequency words and more infrequent
words than less advanced students. In addition, they measured the lexical density of
the candidates’ written production. They defined lexical density as a measure which
‘calculates the proportion of lexical words to grammatical words in the text’
(O’Loughlin, 2001). The results showed that lexical density increased as the IELTS
band levels increased. However, even though their research suggested that there are
strong predictors for IELTS scores, the results should not be oversimplified and over
generalised because there seems to be a multifaceted relationship between the
variables that were investigated. Lastly, as previously mentioned and discussed in
Section 2.6.2, Hawkey and Barker (2004) found that at higher IELTS proficiency
levels essays were longer and employed with broader vocabulary.

2.9 VOCABULARY MEASURES AND TEACHER RATINGS

The relationship between vocabulary measures (and other aspects) and teacher
ratings/scores has been investigated for years. A presentation of some of the major
studies regarding this relationship will follow.

To begin with, in 1994 the Douglas study did not reveal a high correlation between
test scores and the language produced by the learners. However, this claim was later
rejected by other researchers such as Engber. Engber (1995) investigated the extent
to which raters take lexical richness into account when rating learners’ compositions.

A high significant correlation was found between the scores and lexical variation (and
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also for lexical variation minus error). Laufer et al. (2004) suggested that a single
variable such as vocabulary size could be enough to predict academic scores. They
state:

‘on the other hand, vocabulary size on a single modality (such as ‘passive
recognition’) may suffice as a surrogate measure of overall proficiency
or as a predictor of academic performance, since a score on one modality,
is likely to correlate highly with a score of any of the others’ (Laufer et
al., 2004:224).

The statement that vocabulary size has a correlation with teacher ratings/scores is
reinforced by a study by Morris and Cobb who argue that ‘the findings of the study
reveal that the students’ vocabulary profile results correlated significantly with
grades’( Morris and Cobb, 2004:75). They used VocabProfile (Cobb), which is an
online adaptation of Heatly, Nation and Coxhead’s (2002) vocabulary assessment
instrument. The correlations of the VVocabProfile and grades were low to be used
alone for assessing the learners, but could be used in combination with other aspects.
Furthermore, vocabulary development, one of the six traits investigated in Lee et al.’s
study (2009), was strongly correlated with the holistic scores. Essay length was also
strongly correlated with the holistic score.

A major study by Daller and Phelan (2007) investigated the relationship between
teacher ratings of EFL essays and the different aspects of lexical richness. Essays by
31 students studying EAP (English for Academic Purposes) were transcribed and then
analysed using a mixture of measures of lexical richness such as TTR, D, Guiraud,
P_Lex and Guiraud Advanced. The essays were rated by 4 EFL teachers using a set
of IELTS band descriptors. The results showed that lexical sophistication in written
essays influences teacher ratings more than lexical diversity (the use of advanced/rare
words influences teacher ratings). The findings showed highly significant
correlations between the teacher ratings and all the measures of lexical sophistication
(measures that focus on non-frequent words). A possible interpretation of this result
could be that teachers focus on advanced/rare words because they are easier to spot
and count in the essays, thus saving them time. As a result, this could be the most
‘economic’ marking strategy for teachers. This result confirms the result of a previous
study by Malvern and Richards (2002; Malvern et al 2004:103) that suggests that the

use of advanced or rare words (lexical sophistication) influences the teacher ratings
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of oral texts. Lorenzo-Dus’s research also shows that lexical sophistication (the use
of rare words) correlates with examiner ratings. She states that: ‘a pattern could be
identified whereby the candidates in the high- scoring bands produced more rare
words within stretches of spontaneous talk than their low scoring band
counterparts’(Lorenzo-Dus, 2007:228). Low-scoring candidates produced less rare

vocabulary.

Demetriou’s (unpublished Linguistics Project, 2004) research also showed that
lexical sophistication (the use of infrequent words) was more important for EFL
teachers than lexical diversity. However, the main finding was that errors, especially
spelling errors, were more important to teacher ratings. Magnan’s study (1988)
examined the relationship between grammatical errors (different types) in oral
proficiency interviews and oral proficiency ratings; it was found that there is a
significant but not always linear relationship between them. Two of the main findings
of this study shows that the relationship (between errors and ratings) is affected by
the category of error, and also that learners tend to make more errors at higher levels

as they become confident using more complex notions .

However, even though there are studies that suggest that lexical sophistication could
have a higher correlation with teacher ratings than lexical diversity, this finding seems
to be challenged in recent studies. Crossley et al. (2011a: 562) ‘found that lexical
diversity, word hypernymy values and content word frequency explain 44% of the
variance of the human evaluations of lexical proficiency in the examined writing
samples. The findings represent an important step in the development of a model of
lexical proficiency that incorporates both vocabulary size and depth of lexical
knowledge features’. For their study they used Coh-Metrix (a software tool) and
TOEFL scores. According to Crossley et al. (2011b:190), ‘Lexical diversity was the
most predictive index and explained over 45% of the human ratings. Thus, the
diversity of words in a sample best explains human judgements of lexical proficiency
with high lexical proficiency samples contacting a greater variety of words’. Crossley
etal. (2011a:574) state: ‘Perhaps the most robust finding of this study is that an index
of lexical diversity, D, explains almost 34% of the variance in human judgements of
written lexical proficiency’. G. Yu also states that ‘D had a statistically significant
and positive correlation with the overall ratings of both writing and speaking
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performances as well as the candidates’ general language proficiency’ (G Yu,
2009:236). G Yu’s (2009) results revealed that D seemed to be a better predictor of
speaking performance than writing performance. It could predict better speaking
ratings than writing and males than females. G Yu states that: ‘D was a significant
predictor for the overall quality rating of compositions. However, other lexical
features such as the number of types, tokens, short and long words, and average word
and sentence length may also exert similar effects. In particular, the number of types
and the number of long words seemed to be the other two most illuminative
indicators, besides D, for the overall quality of the compositions. Together with D,
they were able to predict a fairly large amount of the variances in overall quality
rating’ (2009:249).

Moreover, Ruegg, Fritz and Holland (2011) argue that lexical accuracy was
predictive of lexis scores, but states that it is very hard to distinguish between lexis

and grammar in ratings.

‘In this test which was administered to incoming university students at
the beginning of the academic year, it was found that lexical accuracy is
predictive of lexis scores. The lexis scores, however, are predicted by the
scores on the grammar scale much more than range, frequency, or even
accuracy of lexis in the essays. The difficulties in separating lexis from
grammar when rating writing are discussed.’ (2011:63)

Based on previous research regarding the relationship between measures of lexical
richness and teacher ratings, my investigation focuses on the prediction of teacher
ratings based on measures of lexical richness. My research aims to confirm the results
from previous studies and go a step further by investigating the relationship of various
measures of lexical richness with teachers/examiners ratings (IELTS scores) by using
2 sets of data: a set of data taken from Greek-Cypriot EFL learners preparing for the
IELTS examination (Study 1) and another set of data from Arab EFL learners (Study
2).
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CHAPTER 3-STUDY 1/PILOT STUDY

This is the first study of the thesis which uses complete original data that I collected
from Greek-Cypriot students preparing for the IELTS examination. Both oral and
written data were collected in the form of speaking interviews and written essays in
order to investigate the relation between measures of lexical richness and IELTS
teacher ratings. This chapter introduces the research questions/hypotheses of Study 1
and presents and discusses results and limitations of the study.

3.1 RESEARCH QUESTIONS

1. Which measures of lexical richness correlate highly with the teacher ratings?
Will word-list based measures/lexical sophistication measures (such as Guiraud
Advanced and P_Lex) correlate higher with the teachers’ ratings than measures of
lexical diversity (such as TTR and D)?

2. To what extent can teacher judgement (this refers to global/holistic ratings)
of IELTS essays and oral interviews be predicted by measuring the lexical richness

of these texts?

3.2 METHODOLOGY

3.2.1 Participants

The subjects were 42 Greek-Cypriot students from 5 private schools in Cyprus that
were learning English as a foreign language. All the participants were advanced level
students preparing for the IELTS exam.

The sample was selected randomly. There were 22 male and 20 female students. Their
age ranged from fifteen to eighteen years old. Their socio-economic status varied.
None of them had ever lived in an English speaking country, all of them went to
public schools, and none of them used English at home (Greek is their L1). They had
all been learning English as a foreign language for approximately eight to nine years.
All this information was collected by individual questionnaires given to each student
before the start of the study.

They were all preparing for the IELTS examination for a period of almost one

academic year (before the data collection).
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3.2.2 Data Collection

The data collection took place in Cyprus in an English private school during the
academic year 2008-2009. All the required forms were sent to the University’s Ethics
Committee and permission to go ahead with the research was granted. Data was
collected at the end of the academic year (June 2009), two weeks before the
participants took their IELTS Academic exam. They were all given a consent form
to sign before the start of the study and an information sheet which explained the
purpose of the study (see Appendix 1). All of the students were asked to complete a
questionnaire which helped me obtain important information such as their age, sex

etc.

The data collection was completed in two phases. On day one the participants were
asked to write an essay under controlled exam conditions (mock exam), just like they
would be asked to do in the real IELTS exam. The writing test consisted of two tasks.
The complete format of the writing test is explained in Chapter 2 under the IELTS
Test section. | only chose the second task to include in my study to measure the
candidates’ vocabulary size because the first task would not be ideal for this. From
my own experience of teaching IELTS, certain expressions are commonly learned by
students and most students use the same words and expressions when describing

graphs, diagrams etc.

The candidates were only asked to do Writing Task 2, which is the main part of the
writing exam (not Task 1). According to research, Task 2 in writing ‘places greater
textual demands on candidates than Task 1’ (Mickan and Slater, 2003:61). In
addition, ‘IELTS examiners give more weight to Task 2 in marking than Task 1’
(Uysal, 2010:315).

The topic was selected from an IELTS past exam paper (Official IELTS Practice
Materials 2003). The card for the essay is displayed below:
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Picture 3.1. IELTS Writing Exam Task

On day two the participants were asked to return to their schools and give an oral
interview lasting fifteen minutes, exactly as they would in the real IELTS exam
(Speaking Test). The terms speaking test and interview are interchangeable here
because the IELTS speaking test is conducted in the form of an interview. The person
conducting the interviews was a trained IELTS examiner; this helped ensure the
conditions were as realistic as possible. The raters/examiners were trained
accordingly. The IELTS Speaking exam consists of three stages: In Stage 1 the
examiner asks the candidate personal questions (the candidates introduce themselves;
tell the examiner about their families and their hobbies etc.). In Stage 2 they are given
a topic card and they have to speak for 2 minutes without interruption. In Stage 3
follows an interaction with the examiner and the candidate. In this part the candidate
is asked questions related to the topic on the card (from Stage 2), but the questions
are more abstract (see Section 2.5 —Chapter 2 for a full description of the IELTS
Speaking Test). The topic used for Stage 2 of the exam was selected from a past exam
paper (Official IELTS Practice Materials, 2003). This is shown below:
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Picture 3.2. IELTS Speaking Part 2 Topic Card

3.3 MEASURES AND PROCEDURES

3.3.1 Transcriptions

The essays and oral interviews of all 42 students were then transcribed into CHAT
(MacWhinney, 2000) to help compute the measures of lexical richness. CHAT
prepares the texts (with the addition of various symbols and coding) for the analysis.
Spelling was corrected in order to avoid misspelled words that would not be
recognised by the programme being counted as advanced words. Some words, such
as place names, were excluded from the calculations to prevent them from being
counted as advanced/sophisticated words. Words that were double (words that were
spoken or written twice in error) were also excluded from the calculations for
vocabulary size. All the essays and interviews were typed before being given to the

raters. Below is an example of one of the transcriptions:

@Begin
@Languages: en

@Participants: KYR Anonymous student

*KYR: Surely modern technology take an important role in the way we work and in
what way, that, help us in our jobs.

*KYR: With the transform of the technology the society have its own benefits.
*KYR:There are a lot of benefits in the society and in our job by using Modern
Technology.
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*KYR:First of all, the technology make our jobs easier and sometimes help the
people to have a more relaxing day in their works.

*KYR: About the economy of our country, by using modern technology is increasing.
*KYR: Furthermore modern technology make us find job easier.

*KYR:As long as the benefits of the modern technology in the society and in our
countries are a lot.

*KYR:People can get more money with doing easier job.

*KYR: More people visiting Cyprus and the tourism is increasing.

*KYR: Finally unfortunately with modern technology our society and the way we are
working have some disadvantages.

*KYR: The Cypriots sometimes loses their jobs from the tourist they are coming in
Cyprus.

*KYR:In addition older people can not understand the development of the
technology and they find that it is not a special thing but it is a new event in our daily
lives.

*KYR: To sum up for the young people and especially for as the teenagers modern
technology is one of the most important thing in our lives because it is making our
future.

*End

The essays were rated by two trained IELTS Examiners in the UK. It needs to be
clarified that the terms teachers/raters/examiners are used interchangeably in this
study because all the examiners/raters used were also teachers. However, it needs to
be acknowledged that these terms are not necessarily the same thing (not all teachers
are IELTS or any other exam trained). The oral interviews were also rated on the spot
by the examiner who conducted the interviews. Instructions were given to all raters
explaining exactly what was asked from their part. For the overall mark of the essays,
the teachers were asked to use the IELTS Overall Band Score.

The raters also had to mark the interviews (oral data), giving an overall mark by using
the IELTS Overall Band Descriptor. The examiners had to rate the essays and
interviews on a 9-point scale, with 9 being the highest mark that showed greatest

language proficiency.

A description of the IELTS band descriptors used is provided on the following pages:
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Picture 3.3. IELTS Overall Band Descriptor

IELTS Band Descriptors

Band |Descriptor

Expert user
Has fully operational command of the language: appropriate,
accurate and fluent with complete understanding.

Very good user

Has fully operational command of the language with only
occasional unsystematic inaccuracies. Misunderstandings occur
in unfamiliar situations. Handles complex detailed
argumentation as well.

Good user

Has operational command of the language, though with
occasional inaccuracies, inappropriacies and misunderstandings
in some situations. Generally handles complex language well
and understands detailed reasoning.

Competent user

Has generally effective command of the language despite some
inaccuracies, inappropriacies and misunderstandings. Can use
and understand fairly complex language, particularly in familiar
situations.

Modest user

Has partial command of the language, coping with overall
meaning in most situations, though is likely to make many
mistakes. Should be able to handle basic communication in own
field.

Limited user

Basic competence is limited to familiar situations. Has frequent
problems in understanding and expression. Is not able to use
complex language.

Extremely limited user
Conveys and understands only general meaning in very familiar
situations. Frequent breakdowns in communication occur.

Intermittent user
No real communication is possible except for the most basic
information using isolated words or short formulae in familiar
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situations and to meet immediate needs. Has great difficulty in
understanding spoken and written English.

Non user
Essentially has no ability to use the language beyond possibly a

few isolated words.

Did not attempt the test
No assessable information provided.

(IELTS Band Descriptors, http://www.ielts.org)

The raters/examiners were also interviewed by me to explain any unusual marks and
make any further comments. They also commented on each essay and interview if
they felt it was necessary. In the actual exam examiners are asked to comment on the
number of words, whether the essay was under length or off-topic and if it was
memorised or illegible. The interviews were conducted to gain an insight of what the
examiners were thinking during rating the data and check how they decided to award
specific band scores. These interviews were not used for analysis. To add a hint of
qualitative analysis (a qualitative aspect) to my study | also requested that the raters
made a note if there was something in particular that influenced their decision for a
specific mark. After the quantitative analysis of the data (essays and students
interviews/speaking tests) | looked at the raters/examiners’ notes/comments (that
were written on each essay or speaking test transcription) to check for any patterns or
justification for some of their decisions.

1 point was deducted for under length essays. For example, if the band allocated was
6, the rater would make it a 5 because of the essay being under the amount of words
they were asked to write. One could argue that this instruction contrasts with the
general view that quality in academic writing can result from careful use of words
and grammar to produce more precise and concise sentences. However, this is
something that IELTS trainers are instructed to do in the exam. Candidates are

penalised for shorter word counts.


http://www.ielts.org/
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3.3.2 To Lemmatise or not to lemmatise?

In the previous chapter a major issue was presented regarding the problematic nature
of what constitutes a word and what should be counted as a word. Several questions
then arise when conducting research: Should we lemmatise data or not? Should we
count word families? It depends on what we choose to count as words. The results
can be affected by this decision (Knowles and Don, 2004). There are researchers who
suggest that data should be lemmatised. According to Coxhead, learners do not make
much effort to understand an inflected or derived member of a family if they are
familiar with the base word (Coxhead, 2000). Therefore, in Coxhead’s study words
were defined as word families. Beglar (2010) also argues that the word family can be
used as a vocabulary measure due to the fact that more proficient learners should be
able to identify words and use word building devices. Treffers-Daller (2013) also
highlights the importance of lemmatising the data because it can increase the
explanatory power of lexical richness measures, especially for highly inflected

languages such as French.

On the other hand, the following researchers argue for the importance of non-
lemmatisation of data. Knowles and Don (2004: 71) state that ‘generalizations about
whole lemma become less and less convincing’ as detailed linguistic examinations of
corpus-based data continue to be performed, and that researchers may need to begin
‘to consider individual words’ or ‘actually even individual word meanings’ as the
basis for their analyses. In G Yu’s (2009) study, the inflections of the same word were
treated as different types for the reason that lexical diversity was analysed as an end-
product, and in IELTS ratings the candidates need to demonstrate ‘accurate
morphological word forms control’. In addition, Schmitt and Zimmerman’s study
(2002) shows that learners have difficulty understanding all the derivative forms of a
word (especially adjectives and adverbs) therefore we should not assume that because
a learner knows a word that they should be familiar with all the different derivative
forms of that word. ‘The results indicate that knowledge of one word in a family
does not necessarily imply productive knowledge of other forms in that family’
(2002:162). According to Beglar and Hunt (1999:149), ‘knowledge of a word’s base
form does not guarantee knowledge of its derivatives or inflections’. Therefore, the

decision for non-lemmatisation of data in the present study is justified by the
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researcher’s wish to check for accurate word formation, which is one of the aspects
mentioned in the IELTS band descriptors, and an important process during language
learning. In addition, according to Broeder and VVoionmaa (1985) lemmatisation is

time-consuming and does not give you any additional information.

3.3.3 The Lexical Richness selected measures

For the measurement of lexical richness the following measures were included:

Lexical Sophistication Lexical Diversity Raters’ Judgements

Measures Measures

Number of types Number of tokens IELTS Written Overall
Band Score

Guiraud Advanced Guiraud

Score
P_Lex (Lambda values) TTR (Type-Token Ratio)

Malvern and Richards D

The measures under the first two columns (lexical sophistication and lexical
diversity) are objective measures as they are based on mathematical models or are
computer based whereas the raters judgements (IELTS band scores) are subjective

measures.

A description and justification of the selection of the measures will be provided here
but for a more detailed discussion on each measure please refer back to Chapter 2
(Sections 2.4.3 and 2.4.5).

Number of tokens

This is the total number of words in the essays or interviews (speaking tests). This
was included as it is considered one of the simplest measures of vocabulary size and
previous research (Banerjee et al., 2004) revealed that it correlates highly with

teacher/examiner ratings.

Number of types

This is the number of different words used in an essay. It was included due to
indications from previous studies (Banerjee et al., 2004) that it can act as a predictor

of teacher ratings.

IELTS Oral Overall Band
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TTR

Type-Token Ratio. The TTR was included (despite its flaws) as it is an old and
established measure. It was not included in Turlik’s (2008) study or Read and
Nation’s (2002) and this was something | wanted to further investigate. | wanted to
check if TTR would be discarded from my predictive model or if it would help my

model improve.

Guiraud

A mathematical transformation of the TTR in order to improve the text length
problem. Guiraud is calculated by dividing Type by the square root of tokens.
Guiraud was included because it was not included in Read and Nation’s (2002) study

either.

D

D is calculated by the vocd command in CLAN. This measure was also designed to
overcome the text length effect and it was included because it overcomes problems
with text length. This was included in order to have comparable results with Read

and Nation.

Guiraud Advanced

Guiraud Advanced was also selected as a measure of lexical sophistication because,

according to research (Daller et al, 2007), it is a valid measure.

P_Lex
P_Lex was chosen over Lex30 because Lex 30 is a single item test whereas LFP and
P_Lex are measures of texts and more suitable for my study. It was also chosen over

LFP for reasons discussed in Chapter 2 (Section 2.4.5).

3.3.4 Equipment and Software

The vocd command was used in CLAN to calculate the number of types, tokens, TTR
and D values of the essays. Words that were repeated or place names were excluded

from the count. All ratings were put in an SPSS file along with the scores of lexical
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richness of both lexical diversity and sophistication measures. The SPSS file

consisted of the following variables:

Names of students

Gender

Written and Oral Overall Marks by each IELTS examiner
‘D’ value

Number of types

Number of tokens

Guiraud

Guiraud Advanced

TTR

P_Lex

For the calculation of all the lexical measures for the oral data, only the second stage

of the speaking test was used, as herein the examiner speaks uninterrupted.

Guiraud Advanced was calculated by using Eugene Mollet’s programme (personal
communication with Daller) and was based on two wordlists. The base wordlists that
were used in this study for the measurement of lexical richness (in order to calculate

Guiraud Advanced) are:

Base list 1: This list is based on the first thousand words (ranked according to
frequency) of West (1953).

Base list 2: Based on the next thousand words of the Paul Nation’s word list (See

Nation, URL), which is based on West (1953).

The purpose of the word lists is to identify rare words for the lexical sophistication
measures. Each word that cannot be found in Base List 1 or 2 will be counted as an
advanced/rare word. Both lists were ticked for the calculations. Each text/essay was
uploaded and a value was given automatically. Here follows a short description of
the above word lists:
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West’s Service List of English words GSL (1953) consists of the two thousand most
useful word families in English. The words represent the most frequently used words
in English and were selected from a corpus of written English (Daller and Phelan,
2007).

Even though the GSL list has been criticised for many reasons, research into
academic texts by Coxhead (2000) has shown that it is reliable because it covers
almost 80% of the words of the academic texts she studied. Therefore, it is essential

for any EAP student to know these word families (Gillet, www.uefap.co.uk).

P_Lex was used to calculate lambda values. P_Lex is a computer programme that
models the occurrence of rare words in a text. The dictionary needed for the
programme to work is based on Paul Nation’s word lists (Xue and Nation, 1984).
Lambda values normally range from O to 4.5, and the higher the figure, the higher the
proportion of infrequent words. Each text was checked before the report and words
were checked individually. All the words that were in Level 0 and Level 1 word lists
were considered easy words, whereas words that did not belong in these two lists (and

were not proper names, mistakes or numbers) were considered sophisticated words.

3.4 DATA ANALYSIS AND RESULTS
3.4.1 Descriptive statistics

For this study there were 42 participants: 20 female students and 22 male students.
The descriptive statistics for measurements related to written data are presented. It
can be seen from Table 3.1 that the mean number of Types is 119.74, the minimum
is 78, and the maximum is 149. Regarding the variables names in the tables below,
the letters Wr is an abbreviation of the word written and were added next to each
variable that refers to written data. The letters Or (oral) were added in all variables

that refer to oral data.


http://www.uefap.co.uk/
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Table 3.1: Descriptive statistics for measurements related to written data

Descriptive Statistics

N Minimum  Maximum Mean Std. Dev iation
D Written Data 42 44 121 81.70 19.243
Types Wr 42 78 149 119.74 16.510
Tokens Wr 42 119 318 226.17 38.776
TTR Wr 42 0 1 .54 .066
Guiraud Wr 42 6 9 7.99 .793
Guiraud Adv Wr 42 0 2 .89 .362
P_Lex Wr 42 1 3 1.47 .375
Valid N (listwise) 42

Below, the descriptive statistics for measurements related to oral data are presented.
It can be seen from Table 3.2 that the mean number of Types is 77.21, the minimum

is 38, and the maximum is 111.

Table 3.2: Descriptive statistics for measurements related to oral data

Descriptive Statistics

N Minimum  Maximum Mean Std. Deviation
D Oral data 42 35 122 54.36 13.975
Types Or 42 38 111 77.21 19.962
Tokens Or 42 58 278 146.88 56.484
TTIR Or 42 0 1 .55 .085
Guiraud Or 42 5 8 6.41 .598
Guiraud Adv Or 42 0 1 .89 .247
P_Lex Or 42 0 1 .48 .294
Valid N (listwise) 42

3.4.2 Inferential statistics- hypothesis testing

Cronbach’s Alpha coefficient is one of the most useful tools for checking the
reliability of a scale and generally the inter-rater reliability (Field, 2005). In general,
Cronbach’s Alpha coefficient scale needs to be over 0.7 in order to be reliable with
the sample (Nunnally, Durham, Lemond and Wilson, 1975). Therefore, reliability
(Cronbach’s Alpha) for the written and oral scores has been calculated. Table 3.3
presents the number of items, the mean, the standard deviation, and the final

Cronbach’s Alpha coefficient for each factor. It can be seen from Table 3.3 that
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Cronbach’s Alpha value is less than 0.70 for the written overall case. These values
show the high extent to which a scale produces consistent results if repeated
measurements are made on the characteristics. This is an important limitation for this
study which may have been caused by the small sample size or realistic differences
between the examiners. Further results are presented in Appendices 3 and 4 for the

written and oral scores, respectively.

Table 3.3: Reliability Statistics

Reliability Statistics
Cronbach's Alpha
Std. Cronbach's
N of Items | Mean Based on
Deviation | Alpha
Standardised ltems
Written Overall | 2 10.833 | 0.973 0.578 0.584
Oral Overall 3 16.548 | 1.692 0.795 0.800

What follows is the paired samples t-test for two dependent samples, performed to
test for any significant differences among the scores of the two examiners used for
this study, for the written scores. First of all, the assumption that the paired
differences should be normally distributed is tested in Appendix 5 for the differences
of the written scores, between the first and the second examiner. The Kolmogorov-
Smirnov and the Shapiro-Wilk tests were used to test normality. In both cases, these
tests suggest that normality cannot be assumed for all factors. However, using the
Central Limit theorem, as the sample size is large enough (more than 30), the mean
of each factor can be assumed to be approximate to the normal distribution. So, both
parametric (paired samples t-test) and non-parametric tests (Wilcoxon Signed Rank
test) will be used for data analysis. It can be seen from Table 3.4, that there are
statistically significant differences for the written overall rating. In other words,
responses seem to be scored statistically higher by the second examiner. In addition,
it can be seen that both the parametric and non-parametric tests, suggest the same

conclusions.
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Table 3.4: Means, standard deviations and t-values derived from comparisons

between the examiners’ overall ratings for written data

Wilcoxon
Mean |[S.D. t df P-value
P-value
\Wr Overall -0.45 ]0.63 4.63 41 <.001 i<.001

Kendall’s W (coefficient of concordance) is a measure of the agreement of the

rankings of variables across cases. Below is Kendall’s W test used to test for

significant differences among the scores of the three examiners that were used for the

oral scores in this study. The one way analysis of variance was not used, as it is not

proper for related samples. It can be seen from Table 3.5, that Examiner 1 and 3 have

lower ranks, which indicate lower scores compared to Examiner 2. The Kendall’s W

is equal to 0.5 which indicates moderate agreement in the ordering across cases. The

highly significant value of p (<.001) indicates that at least one of the examiners scores

differs from the others. It can be concluded that Examiner 2, differs from the others.

Table 3.5: Kendall’s W Ranks and Test

Mean Rank|
Or Overall
EX1 1.62
EX2 2.79
EX3 (main) 1.6
N 42
Kendall's W 0.50
Chi-Square 42.17
df 2
Asymp. Sig. 0.00
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The mean written overall scores for the two examiners and the mean oral overall
scores were used for further analysis. Only the overall holistic score for the model
was used because, according to the literature (Malvern, et al., 2004; ), when holistic
rating is used raters give the same rating as they give to most of the separate traits in
a scale. This is called the ‘halo effect’ (see more in Glossary and Terms, Section
2.7.5). In addition to this, instead of the actual values of the ‘D Written Data’, the
‘Types Wr’, the ‘Tokens Wr’, the ‘D Oral Data’, the ‘Types Or’ and the ‘Tokens Or’,
their natural logarithm was used for further analysis via correlation and regression
(which is now represented by the letters Ln in front of the variables- see tables below).
The natural logarithm was used to transform the data, in order to create new values
that are nearer to written and oral mean overall scores (that theoretically take values
from one up to nine). Also, in this way, the assumption of linearity among depended
and independent variables and the assumption for normality of residuals in linear
regression, has been improved. Lee et al. (2009:389) suggest that sometimes data
needs to be transformed

‘...since some of these ratio variables often turn out to have extremely small
variances, these variables are usually mathematically converted to more statistically

stable values (by way of logarithmic transformation...)’.

In Table 3.6 below you can see the Spearman’s Rho correlation coefficients for the
seven independent measurements of this study, and the written overall mean score of
the two examiners. Table 3.6 suggests a positive significant relationship between the
written score and the natural logarithm of the written types (rs2=0.335, p<0.05). Also,
there is a strong positive significant relationship between the written score and the
natural logarithm of the written Guiraud Adv Wr (rs2= 0.322, p<0.05) and the P_Lex
Wr (rs2= 0.328, p<0.05). These findings were expected, and are supported by the
literature (Daller et al., 2007). Furthermore, these findings enable us to use multiple

linear regression to predict the overall mean written score.



Table 3.6: Spearman’s Rho Correlation Matrix

Correlations
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Ln(D Written Ln(Tokens Guiraud
Wr Overall Data) Ln(Ty pes Wr) Wr) TTR Wr Guiraud Wr Adv Wr P _Lex Wr
Wr Overall Correlation Coefficient 1.000 .189 .335* 174 -.004 .288 .322* .328*
Sig. (2-tailed) .231 .030 .269 .978 .065 .037 .034
N 42 42 42 42 42 42 42 42
Ln(D Written Data) Correlation Coefficient .189 1.000 570** -.155 776** .844** .280 .153
Sig. (2-tailed) .231 .000 .329 .000 .000 .073 .334
N 42 42 42 42 42 42 42 42
Ln(Types Wr) Correlation Coefficient .335* .570** 1.000 .622** .144 .853** .065 .067
Sig. (2-tailed) .030 .000 .000 .364 .000 .684 .673
N 42 42 42 42 42 42 42 42
Ln(Tokens Wr) Correlation Coefficient 174 -.155 .622** 1.000 -.617** .150 -.250 -.126
Sig. (2-tailed) .269 .329 .000 .000 .344 .110 .425
N 42 42 42 42 42 42 42 42
TTR Wr Correlation Coefficient -.004 776** .144 -.617** 1.000 .606** .390* .337*
Sig. (2-tailed) .978 .000 .364 .000 .000 .011 .029
N 42 42 42 42 42 42 42 42
Guiraud Wr Correlation Coefficient .288 .844** .853** .150 .606** 1.000 .257 .204
Sig. (2-tailed) .065 .000 .000 .344 .000 .100 .196
N 42 42 42 42 42 42 42 42
Guiraud Adv Wr Correlation Coefficient .322* .280 .065 -.250 .390* .257 1.000 .687**
Sig. (2-tailed) .037 .073 .684 .110 .01 .100 .000
N 42 42 42 42 42 42 42 42
P_Lex Wr Correlation Coefficient .328* .153 .067 -.126 .337* .204 .687** 1.000
Sig. (2-tailed) .034 .334 .673 .425 .029 .196 .000
N 42 42 42 42 42 42 42 42

*. Correlation is significant at the 0.05 level (2-tailed).

**. Correlation is significant at the 0.01 level (2-tailed).
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As displayed below, the multiple linear regressions were used to test if the independent
variables (measurements) were related and could explain the overall mean written score. The
stepwise method has been used, and the best selected model using this method is presented
below. Furthermore, the full output of the regression analysis is presented in Appendix 6.

Table 3.7: Model Summary of Regression Analysis for Written Overall Score

Change Statistics

Model R R Square Adjusted  Std. Error R Square F Change dfl df2 Sig. F
R Square of the Change Change
Estimate
2 474 224 .185 43939 102 5.138 1 39 .029

The two independent variables [P_Lex Wr and Ln (Tokens Wr)] can explain 22.4% of the
written overall score (R?=0.224). It can be seen from the ANOVA Table 3.8 that this model is
significant (p< 0.01) which indicates that at least one of the independent variables (the lexical
richness measures) helps explain the overall written score. The results indicate that the
independent variables have unequal strength in explaining the written overall score. In addition
to this, as shown in Table 3.9, the two independent variables are significant and positively

related with the written overall score.

Table 3.8: ANOVA for the multiple linear regression model

Model Sum of df Mean Square F Sig.
Squares
Regression  2.179 2 1.089 5.643 .007(b)
2 Residual 7.529 39 193

Total 9.708 41




99

Table 3.9: Regression Coefficients

Unstandardised Standardised
Coefficients Coefficients
B Std. Error Beta t Sig.
Model
2 (Constant) -.016 2.120 -.007 .994
P_Lex Wr 541 .187 417 2.892 .006
Ln(Tokens Wr) .857 .378 .327 2.267 .029

It can be concluded that P_Lex Wr is significantly positively related with the overall written
score (b=0.541, t=2.892, p-value<0.01). This variable has the greatest strength in explaining
the overall written score (beta=0.417). The natural logarithm of the written tokens has the
second greatest strength in explaining the overall written score (beta=0.327) and is significantly
positive related with the overall written score (b=0.857, t=2.267, p-value<0.05). The fitted
regression model (Table 3.9) is:

Overall written score= -0. 016 +0.541* P_Lex Wr+0.857*Ln (Tokens Wr).

In Table 3.10 below, the Spearman’s rho correlation coefficients for the seven independent
measurements of this study (related to the oral data) and the oral overall mean score of the three
examiners are presented. It can be suggested that there is a positive significant relationship
between the oral overall score with the natural logarithm of the oral types (r4>= 0.590, p<0.01),
with natural logarithm of the oral tokens (rs2= 0.541, p<0.01), with Guiraud Or (rs>= 0.604,
p<0.01) and P_Lex Or (rs2= 0.322, p<0.05). On the other hand, there is a strong negative
significant relationship between the oral overall score with TTR Or (rs= -0.430, p<0.05).

These findings enable us to use multiple linear regression to predict the overall mean oral score.
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Ln(D Oral Ln(Tokens Guiraud
Or Overall data) Ln(Ty pes Or) Or) TTR Or Guiraud Or Adv Or P_Lex Or
Or Overall Correlation Coefficient 1.000 A77 .590** 541> -.430** .604** .073 .322*
Sig. (2-tailed) .263 .000 .000 .004 .000 .647 .038
N 42 42 42 42 42 42 42 42
Ln(D Oral data) Correlation Coef ficient A77 1.000 113 -.061 .344* .540** .161 .044
Sig. (2-tailed) .263 476 .701 .026 .000 .307 .782
N 42 42 42 42 42 42 42 42
Ln(Types Or) Correlation Coef ficient .590** .113 1.000 .973** -.805** .803** -.078 .307*
Sig. (2-tailed) .000 476 .000 .000 .000 .623 .048
N 42 42 42 42 42 42 42 42
Ln(Tokens Or) Correlation Coefficient .541** -.061 .973** 1.000 -.909** .667** -.115 .262
Sig. (2-tailed) .000 .701 .000 .000 .000 .468 .094
N 42 42 42 42 42 42 42 42
TTR Or Correlation Coef ficient -.430** 344~ -.805** -.909** 1.000 -.372* .195 -.166
Sig. (2-tailed) .004 .026 .000 .000 .015 .216 .293
N 42 42 42 42 42 42 42 42
Guiraud Or Correlation Coef ficient .604** .540** .803** .667** -.372* 1.000 .093 .375*
Sig. (2-tailed) .000 .000 .000 .000 .015 .559 .015
N 42 42 42 42 42 42 42 42
Guiraud Adv Or Correlation Coefficient .073 .161 -.078 -.115 .195 .093 1.000 .321*
Sig. (2-tailed) .647 .307 .623 .468 .216 .559 .038
N 42 42 42 42 42 42 42 42
P_Lex Or Correlation Coefficient .322* .044 .307* .262 -.166 .375* .321* 1.000
Sig. (2-tailed) .038 .782 .048 .094 .293 .015 .038
N 42 42 42 42 42 42 42 42

**. Correlation is significant at the 0.01 level (2-tailed).

*. Correlation is significant at the 0.05 level (2-tailed).
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As shown below, the multiple linear regressions were used to test if the independent
variables (measurements) were related and could explain the overall mean written
score. The stepwise method has been used, and the best selected model using this
method is presented below. Additionally, the full output of the regression analysis is
presented in Appendix 7.

Table 3.11: Model Summary of Regression Analysis for Oral Overall Score

Change Statistics
Model R R Square Adjusted ~ Std. Error R Square F Change dfl df2 Sig. F
R Square of the Change Change
Estimate
1 .607(a) .368 .353 45389 .368 23.325 1 40 .000

The independent variable selected [Guiraud Or] can explain 36.8% of the oral overall
score (R?=0.368). It can be seen from the ANOVA Table 3.12 that this model is
significant (p< 0.01).

Table 3.12: ANOVA for the multiple linear regression model

Model Sum of df Mean Square F Sig.
Squares
Regression  4.805 1 4.805 23.325 .000(a)
1 Residual 8.241 40 .206
Total 13.046 41

It can be concluded that Guiraud Or is significantly positive related with the overall
oral score (b=0.572, t=4.830, p<0.01). The fitted regression model is:

Overall oral score= -1.845 +0.572* Guiraud Or.
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Table 3.13: Regression Coefficients

Unstandardised Standardised
Coefficients Coefficients
B Std. Error Beta t Sig.
Model
1 (Constant) 1.845 763 2.417 .020
Guiraud Or 572 118 .607 4.830 .000

3.5 DISCUSSION

In this section each of the hypotheses/research questions that were introduced at the

beginning of Study 1 are addressed and discussed. The first question was the following:

1. Which measures of lexical richness will correlate highly with teacher ratings?

Will measures of lexical sophistication correlate higher than measures of lexical

diversity?

| expected to find that measures of lexical sophistication (measures based on word-lists)
would correlate higher with the ratings than measures of lexical diversity. This was
confirmed by the written data because it seems that, from the analysis of the data, the
variables that had higher correlations with the written overall score were the types,
Guiraud Advanced and P_Lex. Guiraud Advanced and P_Lex are both measures of
lexical sophistication so | expected them to correlate highly with the examiner ratings
for the essays. These results are also supported by the literature (Banerjee et al., 2004;
Daller and Phelan, 2007). The results regarding the oral data were not as expected. It
was found that there is a strong positive significant relationship between the oral overall
score (given by the examiners) and the types, tokens, Guiraud and P_Lex.
Subsequently, it can be seen that not only were measures of lexical sophistication
(P_Lex) highly correlated with the scores, but also with measures of lexical diversity.
There is also a strong negative significant relationship between the oral overall score
and the TTR (which is another measure of lexical diversity and, according to many
researchers in the literature, quite a flawed one).
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A further questions was:

2. To what extent can teacher judgement (this refers to global/holistic ratings) of

IELTS essays and oral interviews be predicted by measuring the lexical richness of

these texts?

From the regression it was found that the two independent variables that can explain
22.4% of the written overall score are the tokens and P_Lex (one variable from lexical
diversity and one lexical sophistication). As for the model for predicting the oral overall
score, it seems that Guiraud is the only independent variable that can explain 36.8% of
the score, which is not what was expected and is not supported by the literature. From
what is suggested in the literature, measures of lexical sophistication such as Guiraud
Advanced or P_Lex should be better predictors of scores for oral data. One possible
explanation for the different results (different variables) regarding the oral and written
data could be the nature of the tasks. Written tasks usually require the use of more
formal language (therefore, more sophisticated/infrequent words). Thus, P_Lex, which
is a measure of lexical sophistication, was found to be one of the predictors of the
written ratings, whereas in oral data (where the use of language could be more
colloquial) Guiraud, which is a measure of lexical diversity, was a better predictor of
the ratings (see discussion on oral and written registers in Chapter 2).

Even though my hypothesis was partly confirmed by the written data, there were some
aspects that could be improved in order to repeat the study and obtain better results.
First of all, the reliability of my raters was not high (after being calculated using the
Cronbach’s Alpha). The low reliability of the raters proved a hindrance to the study.
The inter-rater reliability could be massively improved if more raters/examiners were
used to score the written and oral data. In the future, if a larger study is to be repeated
and replicated a larger amount of examiners needs to be used. In addition, even though
the participant/student sample was not small, using an even larger number of students
would make the findings more reliable. However, finding 42 students and 3 examiners
to participate in the study was difficult enough. Therefore, if the study was to be
repeated, it would be ideal if I would be given permission to obtain data from the IELTS

organisation and their massive IELTS database. A study could then be repeated with
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larger amounts of participants, and other variables could be added to the model (from

the information the organisation has for each student).

It was mentioned above (in the methodology section) that apart from asking the
examiners to rate the data, | also asked them to write comments at the bottom of each
test justifying the mark given (especially if it was an extreme score, i.e. something very
low or very high). After thoroughly investigating the examiners’ comments justifying
the given marks/ratings for each essay, it was noticeable that the aspects that are found
to be most ‘off-putting’ are grammatical errors. It would therefore be a good idea to
repeat the study, count the number of grammatical errors, and add them as a variable to
the model to check if it would make an improvement. There is an approach by Engber
(1995) which measures the lexical errors in a text (percentage of lexical errors in a text).
This approach could be used in further research as a means to improve my model for
predicting IELTS band levels (IELTS scores). However, it should be noted that it is
hard to define, identify and make a distinction of errors in analyses (Lennon, 1991).

Furthermore, the model for predicting the written overall score could be further
improved by using both parts of the Academic Writing Test. For this study | have only
used Writing Task 2 because it contributes more to the total writing score and uses a
larger variety of vocabulary (due to the nature of the task). Maybe it would be better to
use both parts of the Writing Test to make sure that the examiners realise what the
candidates' abilities are and test whether the model would be improved if the other parts

of the exam were added.

In regards to the oral data, as was explained in the methodology section, all the
vocabulary values obtained from using the different measures of lexical richness were
calculated after transcribing only one section of the Academic Speaking Test. The
reason behind this decision was the fact that Section 2 of the speaking exam is a
monologue by the candidate (the candidate speaks for about 2 minutes without
interruption). Therefore, the values (Lambda, D etc.) only represented that part,
whereas the marks/scores given by the examiners were given after listening to the whole
exam (15 minutes in total). This could be another reason that my model could only
predict a certain percentage of the score. It could be improved if the whole exams are
transcribed (15 minutes instead of 2), and the calculations are made based on these

larger transcriptions.
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What needs to be highlighted in the pilot study is the use of both oral and written data
for the analysis. As already discussed in Chapter 2 (Section 2.3.5) there is a difference
between using written and oral registers. Ratings of spoken fluency may reflect other
traits than ratings of essays. For example, one could speculate that different accents (or
a heavy accent) can influence raters’ judgement when rating oral data. In addition, some
aspects of lexical richness e.g. sophistication are more salient in oral speech. However
| did not investigate this as my focus was different. | agree that 22.4% does not seem a
very satisfactory score and further research would definitely give more insight to what
the remaining percentage of the variance of the scores explains. If only 22.4% for the
written o