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ABSTRACT In software development, identifying software faults is an important task. The presence of
faults not only reduces the quality of the software, but also increases the cost of development life cycle.
Fault identification can be performed by analysing the characteristics of the buggy source codes from the past
and predict the present ones based on the same characteristics using statistical or machine learning models.
Many studies have been conducted to predict the fault proneness of software systems. However, most of
them provide either inadequate or insufficient information and thus make the fault prediction task difficult.
In this paper, we present a novel set of software metrics called Error-type software metrics, which provides
prediction models with information about patterns of different types of Java runtime error. Particular, in this
study, the ESM values consist of information of three common Java runtime errors which are Index Out
Of Bounds Exception, Null Pointer Exception, and Class Cast Exception. Also, we propose a methodology
for modelling, extracting, and evaluating error patterns from software modules using Stream X-Machine
(a formal modelling method) and machine learning techniques. The experimental results showed that the
proposed Error-type software metrics could significantly improve the performances of machine learning
models in fault-proneness prediction.

INDEX TERMS Error type prediction, machine learning, software fault prediction, software metrics, stream
X-machine.

I. INTRODUCTION
Software testing plays an essential role in Software Develop-
ment Life Cycle (SDLC) as it ensures the quality and correct-
ness of the software system. However, complete testing of a
software system is practically not possible as it consumes an
enormous amount of time and resources [1], [2]. Furthermore,
faults are normally not distributed uniformly across software
modules. Therefore, it is mostly inefficient or impossible to
spend the same amount of testing resources and efforts on
every individual software module of the system under test.
To overcome this problem, Software Fault Prediction (SFP)
has been introduced to early identify faulty software modules
prior to the testing phase so that the allocation of testing
resources can be economically optimised.

Software Fault Prediction can be done by training statisti-
cal and/or machine learningmodels on data that includes both
dependent (faultiness) and independent (software metrics)
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variables. In a real-life enterprise context, the software met-
rics and faults information would be obtained directly from
the source code and bug tracker. Over the last three decades,
a great number of SFP research has been conducted with
the use of various statistical and machine learning models
such as Logistic Regression, Naïve Bayes, Support Vector
Machine, Decision Tree, Random Forest, Multilayer Percep-
tron, etc. In the literature, there are many different sets of
software metrics such as Object-oriented (OO) metrics with
CK metrics suite [3], MOODS metrics suite [4], Bansiya
metrics suite [5], etc.; or Traditional metrics with Size metrics
(e.g., Function Points – FP, Source lines of code – SLOC,
Kilo-SLOC – KSLOC), Quality metrics (e.g., Defects per FP
after delivery, Defects per SLOC or KSLOC after delivery),
System complex metrics [6], Halstead metrics [7], etc.

According to Rathore and Kumar [8], the definition of
software fault proneness is very ambiguous and can be mea-
sured in different ways since a fault/error can happen in any
phase of the SDLC and some faults remain undetected during
the testing phase and forwarded to regular use in the field.
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Menzies et al. [9] also pointed out that the techniques/
approaches used for SFP have hit the ‘‘performance ceiling’’.
Thus, simply applying different or better techniques will
not guarantee an improved performance. In order to achieve
better prediction performance, Menzies et al. [10] suggested
the use of additional information when building SFP models.
In order to eliminate ambiguity and thus, reduce the chance of
having errors during the SDLC, Hierons et al. [2] suggested
using formal methods. Over the last 35 years, formal methods
have reached a sufficient level of maturity so that they can be
practically applied in software development, especially safety
critical software. A variety of different formal specification
techniques (e.g., model-based formal specification [11], [12],
[13], [14], [15], finite-state-based formal specification [16]
[17], [18], [19], etc.) have been proposed and most of them
are backed up by a wide variety of support tools.

In [20], we proposed a novel SFP approach for pre-
dicting error-type proneness in software modules using a
streamlined process linking Stream X-Machine (a formal
method) [21] and machine learning techniques. In particular,
Stream X-Machine is used to model and generate test cases
for different types of Java runtime errors, which will be
employed to extract error-type data from the source codes.
This data is subsequently added to the collected software
metrics to form new training datasets. The experimental
results showed that each individual error-type data (herein
later referred to as Error Specification Machine values or
ESM values) extracted using Stream X-Machine provided
machine learning models with meaningful information about
patterns of a particular runtime error and thus, boosted their
performances in predicting error-type proneness of software
modules. Although the experimental results showed that the
new datasets could significantly improve the performances
of machine learning models in terms of predicting error-
type proneness, there were some limitations and threats that
could potentially hinder the findings of the study. Also,
in [20], we only explored each ESM value individually for
the purpose of predicting error-type proneness. In reality, this
approach can be time consuming, especially during the train-
ing process because different prediction models will have to
be trained for different types of runtime error.

This paper is an extension of the study we proposed in [20].
In this research, we aim to overcome the existing limitations
in the previous work [20] by:

1) Employing an industrial project that has accessible
source code and is actively maintained to collect ESM
values and software metrics for the experiments.

2) Developing an algorithm, called PSI-E, to extract ESM
values automatically.

3) Further investigating the usefulness and potential
issues of ESM values in software fault prediction by
employing Stream X-Machine and machine learning
techniques.

More importantly, in this work, we primarily aim to present
a novel set of software metrics, called Error-type (ET)

software metrics, by considering the ESM values as one com-
bined objective to capture the patterns of different types of
Java runtime error (JRE). The motivation for proposing a new
set of software metrics is becauseMenzies et al. [9] suggested
that leveraging training data with more information content
can potentially help to break the ‘‘performance ceiling’’ of
SFP models. To the best of our knowledge, this is the first
attempt in the literature to propose a set of software metrics
that provides prediction models with information about error
types.

In order to achieve the aim of the study, firstly, we need
to investigate the relationships of ESM values with each
other and with other software metrics. Note that in this study,
we focus primarily on class-level software metrics because
ESM values are measured at the class level. Secondly,
we need to evaluate the impacts of ESM values on the
performances of four different machine learning models
including Decision Tree, Logistic Regression, Multilayer
Perceptron, and Naïve Bayes. Here, the whole study aims at
finding empirical evidences to answer the following research
questions:

RQ1: Do the ESM values have relationships with each
other and with other class-level software metrics?

The goal of this research question is to investigate if the
multi-collinearity issue exists amongst the ESM values and
other software metrics. Multi-collinearity can lead to the
difficulty in distinguishing between the contributions of inde-
pendent variables (features) to that of the dependent variable
(label/output) since they may compete to explain similar
variance.

RQ2:Can the ESM values be used as a new set of software
metrics to incorporate with other class-level software metrics
to improve performances of SFP models?

The goal of this research question is to investigate the
usefulness, relevance, and potential issues of ESM values in
software fault prediction when being incorporated with the
other software metrics.

The rest of the paper is organised as follows. Section II con-
tains relatedwork. Section III describes the proposedmethod-
ology. Section IV outlines the results of the experiments and
discusses the threats to validity. Section V concludes the
paper and provides the directions for the future research.

II. RELATED WORK
Generally, in SFP, a prediction model is used to predict the
fault-proneness of software modules. The process of SFP typ-
ically includes training a prediction model using the underly-
ing properties of the software project, and subsequently using
the prediction model to predict faults for unknown software
projects.

In the literature, SFP studies often fall into one of the three
categories: binary-class classification of faults, number of
faults/fault density prediction, and severity of fault predic-
tion [8]. The use of SFPmodels for binary-class classification
has been extensively investigated by various researchers and
has been the most popular approach [1], [8]. The systematic
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reviews and analysis of these studies can be found in [8],
[22] [23], and [24]. With binary-class classification of fault
proneness, researchers use public datasets (e.g., NASA [25]
and PROMISE [26]) to train different machine learning/deep
learning models such as Decision Tree, Naïve Bayes in
Bayesian Learners, Multilayer Perceptron in Neural Net-
works, and Random Forest in Ensemble Learners. However,
according to Rathore and Kumar [8], binary-class classifi-
cation of software fault proneness is very ambiguous. This
approach provides a very general picture of fault prediction
because some modules are indeed more fault-prone and thus,
require more attention than the others.

There are not many approaches that focused on predicting
the fault density or fault severity of software modules. With
the motivation of addressing the lack of information issue in
SFP (discussed in Section I), in what follows, we only focus
on analysing and reviewing the SFP approaches that could
provide more useful information about software modules for
software developers such as number of errors, severity of
errors, or error-type proneness.

In 2005, Ostrand et al. [27] proposed an approach for
predicting the number of faults and fault density using neg-
ative binomial regression (NBR) technique. The study was
performed over the code of the file in the current release,
and fault and modification history of the file from previous
releases. The prediction aimed to identify top 20% of files
with the highest percentage of the predicted number of faults.
The analysis indicated that NBR-basedmodels could produce
accurate results for the number of faults and fault density
predictions. A similar type of work was also reported in [28].
A few years later, Yu [29] conducted a deeper study to
investigate the effectiveness of NBR in the context of Apache
Ant software system. The results showed that NBR could
not outperform the so called Binary Logistic Regression in
predicting fault prone modules. However, the study demon-
strated that (1) the performance of forward assessment is
better than or at least the same as the performance of self-
assessment; and (2) NBR is effective in predicting multiple
faults in one module.

In another study, Afzal et al. [30] applied genetic program-
ming (GP) for predicting the number of faults in a given
project. The independent variables used to train the model
were the weekly fault count data collected from three indus-
trial projects. The empirical results indicated a significant
accuracy rate of GP-based model for fault count prediction.
Also, in [31], Rathore and Kumar presented an approach
for predicting the number of faults using GP over several
open-source software projects. The results demonstrated the
significant accuracy and completeness of GP-based model in
predicting the number of faults in software modules. In [32],
Gao et al. presented a comprehensive analysis of five count
models including Poisson Regression model (PR) [33], Zero-
Inflated Poissonmodel (ZIP) [34], NBRmodel, Zero-Inflated
Negative Binomial model (ZINB) [35], and Hurdle Regres-
sion model (HR) [36]. The results showed that ZINB and

HR models produced better prediction accuracy for fault
counts. Recently, Rathore and Kumar [1] explored the capa-
bility of Decision Tree Regression (DTR) for the number of
faults prediction in two different scenarios, intra-release and
inter-release predictions for a given software project. Five
open-source software projects with their nineteen releases
collected from the PROMISE data repository were chosen
to perform the experimental study. The results indicated that
DTR-based model could produce significant accuracy in both
the considered scenarios.

Yang et al. [37] believed that predicting the exact number
of faults in a softwaremodule is difficult due to noisy data that
exists in the fault dataset; therefore, the authors introduced a
learning-to-rank (LTR) approach to construct the SFPmodels
by directly optimising the ranking performance. The LTR
approach has two major benefits which are (1) more robust
against noisy data and (2) unlike the other approaches which
have to predict the number of faults in the software modules
before ranking them, it provides a way to rank the level
of severity of the software modules directly. The empirical
results showed the effectiveness of the LTR approach for the
ranking task.

Although the previously mentioned approaches could pro-
vide some more useful information such as number of errors
and severity of errors in software modules, they relied on pub-
lic datasets (NASA and PROMISE repositories) as the input
for their investigations. Shepperd et al. [25] and Petric et al.
[38] criticised these public datasets for containing erroneous
data with unnecessary or incorrect information that could
lead to deteriorate the classifier performance. Also, with
the NASA dataset, the source code and information about
metric tools used are not available; therefore, the anomalies
in the dataset cannot be verified or fixed. Particularly, in our
research, we cannot extract ESM values without the availabil-
ity of the source code. Furthermore, most of the studies in the
literature reported results without any inspection of the data
and assumed that the datasets were of reasonable quality for
prediction [8], [25]. This means that data quality issues (e.g.,
outlier, missing value, repeated value, redundant or irrelevant
value) existing in public datasets were not addressed ade-
quately in several SFP approaches.

In 2021 [20], we proposed a novel SFP approach using a
streamlined process linking Stream X-Machine and machine
learning techniques to predict if software modules are prone
to having a particular type of runtime error in Java programs.
Particularly, StreamX-Machine is used tomodel and generate
test cases for different types of JREs, which will be employed
to extract error-type data (ESMvalues) from the source codes.
Subsequently, each individual ESM value was incorporated
with other software metrics to form new training datasets.
We then evaluated the performances of three machine learn-
ing algorithms (Support Vector Machine, Decision Tree, and
Multilayer Perceptron) on error-type proneness prediction.
The experimental results showed that the new datasets could
significantly improve the performances of machine learning
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models in terms of predicting error-type proneness. To the
best of our knowledge, this is the first attempt in the liter-
ature that utilises a formal method (Stream X-Machine) to
specify and introduce error patterns (ESM values) to SFP
models to improve their performances in terms of predicting
error-type proneness in software modules. However, there
were some limitations associated with the study. First, the
size of the dataset was not substantial compared to other
public datasets like NASA or PROMISE. Second, the ESM
values were extracted manually from source codes, which
could potentially lead to some unwanted mistakes. Finally
and most importantly, the ESM values were evaluated indi-
vidually for the purpose of predicting error-type proneness,
which can potentially be time consuming during the train-
ing process because different prediction models will have
to be built for different types of runtime error. Also, when
being investigated individually, the usefulness and relevance
of ESM values in SFP were not thoroughly examined and
thus, potential issues such as multi-collinearity can be left
unhandled.

In [20], we introduced the ESM values and evaluated them
individually as a proof of concept. In this work, we further
investigate the usefulness and relevance of ESM values in
SFP. This work differs from [20] in several ways.

1) Firstly, we present an algorithm, called PSI-E (see sub-
section III-B), which is used to automatically extract
ESM values from software modules. The development
of the PSI-E helps to overcome potential issues that
might happen due to the manual ESM values extraction
process we discussed in [20].

2) Secondly, instead of being investigated individually as
in [20], in this work, the ESM values are evaluated as
one combined objective. This means that we consider
all the ESM values as a new set of software metrics that
can be incorporated with other software metrics in the
literature. Subsequently, we investigate the impacts of
this new set of software metrics on the performances of
SFP models.

3) Thirdly, we use software metrics collected from the
BugHunter Dataset proposed by Ferenc et al. [39] for
conducting the experiments.

4) Fourthly, we analyse and address several data qual-
ity issues (e.g., missing values, redundant/irrelevant
values, and multi-collinearity) existing in the training
datasets, which we did not consider in the previous
work [20] and many other SFP studies have also not
handled adequately [8], [25].

5) Finally and most importantly, we propose the novel set
of Error-type software metrics.

III. METHODOLOGY
This section describes the proposed methodology to derive
the ESM values and evaluate their effectiveness in SFP. The
general process consists of five sequential steps, each of
which is described in detail in the following subsections.

A. GENERATE TEST CASES FOR JREs
A runtime error might occur when one object operates an
action on another object. Therefore, the general equation is
as follows:

A operates on B (1)

where:
• A and B are the 2 operands. They are either literals (e.g.,
literal string, literal integer, etc.) or references (e.g.,
string reference, integer reference, object, etc.)

• ‘‘operates on’’ denotes any action that A acts on B
(e.g., Number A divides Number B→ ArithmeticExcep-
tion error might occur; Array A accesses Bth element
of itself → IndexOutOfBoundsException error might
occur, etc.)

With the information about A, B, and ‘‘operates on’’ from
Equation 1, we can determine the characteristics of an error
such aswhat the error is, how it happens, and in which context
it happens. Equation 1 is specified as a Stream X-Machine
that represents a type of runtime error. This runtime error
SXM is also known as an Error Specification Machine
(ESM). Each type of runtime error can be represented as an
ESM, which is a tuple of 8 elements as follows:

ESMi = (6, 0,Q,M , 8,F, q0,m0) (2)

where:
• 6 is a finite set of input symbols,
• 0 is a finite set of output symbols,
• Q is a finite set of states,
• M is a (possibly) infinite set called memory,
• 8 is a finite set of partial functions (processing func-
tions), which map memory-input pair to output-memory
pairs, φ : M × 6 → 0 ×M ,

• F is the next-state partial function, F : Q× 8 → Q,
• q0 ∈ Q and m0 ∈ M are the initial state and memory,
respectively,

• i ∈ E , where E is a finite set of different types
of JRE. E = {Arithmetic, NullPointer,
ClassCast, IndexOutOfBounds, ...}.

A Stream X-Machine can be thought as a finite automa-
ton with the arcs labelled by functions from the type. The
automaton AZ = (8,Q,F, I ,T ) is called the associated
finite automaton (FA) of a Stream X-Machine and is usually
described by a state-transition diagram. In [20], we have
presented a state-transition diagram of the ESM with 5 states
(state 1, state 2, state 3, state 4, and state 5) and 4 pro-
cessing functions (getA, getOperation, getB, and getError-
Label). Each ESMi has a corresponding FA as AESMi =

(8,Q,F, I ,T ).
One of the great benefits of using SXM to specify a

system is its associated testing method which was initially
developed for deterministic SXM [19], [40] and was further
extended to non-deterministic SXM [41] and communicating
SXM [42]. Under certain design for test conditions, this
method can produce a test suite that can be used to verify
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TABLE 1. Example test cases for arithmetic exception.

the correctness of the implementation under test, provided
that the processing functions of the SXM specification have
been correctly implemented [43]. In this research, since each
ESM is a Stream X-Machine specification, test cases for each
ESM can be generated by applying the Stream X-Machine
testing method which is the state-counting approach [43],
[44]. This means that each type of runtime error will have
a corresponding set of test suite which is calculated using
Equation 3 [44] as follows:

Ui =

⋃
q∈Qr

{pq}prefix(V (q))Ws (3)

In order to construct the test suiteUi, we first need to select
two sets of sequences of processing functions, Sr andWs, and
of a relation ds on the states of ESMi as follows:

• Sr is a non-empty set of realisable sequences such that
no state in ESMi is reached by more than one sequence
in Sr ,

• pa is a path in AESMi where pa = φ1 · · · φk ∈ 8∗,
• The definition of the set V (q) can be found in [44],
• Ws is a finite set that separates between separable states
of ESMi. Ws is required to be non-empty,

• ds : Q ↔ Q is a relation on the states of ESMi that
satisfies the following conditions: for every two states
q1, q2 ∈ Q, if (q1, q2 ∈ ds) then q1 and q2 are separated
by Ws. The relation ds identifies pairs of states that are
known to be separated by Ws,

• The maximal set Q1 · · ·Qj of states of ESMi that are
known to be pairwise separated by Ws,

• i ∈ E , where E is a finite set of different types
of JRE. E = {Arithmetic, NullPointer,
ClassCast, IndexOutOfBounds, ...},

• Ui is a set of test cases associated with each type of JRE.
For instance, ArithmeticException can be represented as
ESMArithmetic, which can subsequently generate test
cases (an example is shown in Table 1) for this error.

Based on Equation 3, in [45] and [46], we proposed
T-SXM which is a modelling tool developed based on the
concept of Stream X-Machine and state-counting approach
for automatic test generation. The T-SXM tool has been
used to model chronic diseases (e.g., Type II Diabetes) with
promising results in [46] and [47]. In this study, we employed
the T-SXM tool to model and generate test cases for three dif-
ferent types of JRE including IndexOutOfBoundsException,
ClassCastException, and NullPointerException.

B. EXTRACT ESM VALUES
In a software module, an ESM value for a JRE (e.g., Index
Out Of Bounds Exception) is the sum of all the code
patterns that satisfy the two following conditions:

1) Match the pattern represented in Equation 1,
2) Match one or more test cases (generated from Step 1)

of that particular error.
In other words, ESM values for different types of JRE for

software modules in a software system can be represented as
follow:

ESM_values =

⋃
m∈S

L∑
i=1

K∑
j=1

matched_pattern (4)

where:
1) m is a software module in the software system S,
2) i is the ith line in the total L lines of code in software

module m,
3) j is the jth code pattern in the total K code patterns in

line ith,
4) matched_pattern is the pattern in line ith that satisfies

the 2 conditions mentioned above.
In this study, we introduced a new algorithm, called PSI-E,

that has been developed based on Equation 4 and integrated
into the T-SXM tool so that it can interpret and extract ESM
values for different types of JREs from softwaremodules. The
PSI-E algorithm has been built on top of the PSI (Program
Structure Interface) - a layer in IntelliJ Platform [48] which
is responsible for parsing files and creating syntactic and
semantic code model.

C. EXTRACT SOFTWARE METRICS
In this study, software metrics have been imported from
the BugHunter Dataset and re-validated using Metric-
sReloaded [49], which is a tool for obtaining/measuring soft-
ware metrics from source codes. The software metrics we
used in this study are at the class level and can be found in
Table 2.

The reasons we employed the BugHunter Dataset are
(1) the software metrics were collected from large industrial
projects which are still actively maintained; (2) the source
codes of the projects are publicly available via GitHub [50]
for us to verify the correctness of the collected software
metrics and extract the ESM values; and (3) the BugHunter
Dataset collects software metrics based on before-fix and
after-fix snapshots of the source code elements that were
affected by bugs whilst leaving the source code elements that
were not affected by bugs untouched. This approach is useful
to capture the changes in softwaremetrics when a bug is being
fixed. The empirical evaluations showed that the dataset can
be used for further investigations such as bug prediction.

D. CREATE NEW TRAINING DATASETS
To address the two research questions outlined in Section I,
in this step, we have evaluated performances of machine
learning models on two datasets.

30566 VOLUME 11, 2023



K. Phung et al.: Error-Type—A Novel Set of Software Metrics for Software Fault Prediction

TABLE 2. Class-level software metric used in this study.

The first dataset is the Software metrics dataset. In this
dataset, the independent variables are the software metrics

extracted from the software modules and the dependent vari-
able indicates the fault proneness of the software modules.
Table 3 demonstrates an example of the Software metrics
dataset.

The second dataset is the Full dataset (the new dataset).
In this dataset, the independent variables are the ESM values
and software metrics extracted from the software modules
and the dependent variable indicates the fault proneness of
the software modules. The ESM values present in this dataset
include ESM IndexOutOfBounds (corresponding to the Index
Out Of Bounds Exception), ESM NullPointer (corresponding
to the Null Pointer Exception), and ESM ClassCast (corre-
sponding to the Class Cast Exception). Table 4 shows an
example of the Full dataset. The difference between the two
datasets is that in addition to the software metrics, the Full
dataset also consists of the ESM values.

The Software metrics dataset is used to reproduce the
results that the authors of the BugHunter Dataset [39] had
achieved so that we could conduct experiments on the Full
dataset with no biases/doubts towards the ESM values. The
Full dataset is used to investigate the impacts of ESM values
on the performances of machine learning models.

Before starting the training process, the two datasets have
been preprocessed carefully to resolve the issues of missing
values and irrelevant features. The details will be further
elaborated in subsection IV-B.

E. EVALUATIONS
Firstly, machine learning models are trained and evaluated
on the Software metrics dataset. Secondly, machine learning
models are trained and evaluated on the Full dataset. The
differences in performances of machine learning models on
the two datasets would indicate the impacts of ESM values.
To evaluate the performances of the trained models, we use
Accuracy, Precision, Recall, and F1-score metrics. We then
compare our machine learning models with the ones in [39].
The reason we use the results recorded by Ferenc et al. [39]
as the benchmark is that in our experiment, the datasets are
created based on the BugHunter Dataset.

IV. EXPERIMENTS, RESULTS, AND DISCUSSIONS
This section describes the details of the experiments and
their results. Subsequently, we present how the empirical
results can address the research questions. Finally, we discuss
some limitations and threats that could potentially hinder the
findings of the research.

A. SOURCE OF DATASET
As mentioned earlier, software metrics used in this experi-
ment have been imported from the BugHunter Dataset [39].
The primary difference between the BugHunter Dataset and
other traditional datasets (e.g., NASA and PROMISE repos-
itories) is that instead of gathering the characteristics of all
source code elements (fault prone or not fault prone) at only
one or more pre-selected release versions of the code, it cap-
tures the faulty and the fixed states of the same source code
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TABLE 3. Example of the software metrics dataset.

TABLE 4. Example of the full dataset.

regardless of the release versions. The process of collecting
software metrics for the BugHunter Dataset is described in
detail in [39].

Menzies et al. [10] suggested that researchers should con-
centrate on finding solutions that work best for the groups
of related projects rather than trying to seek general solu-
tions that can be applied to many projects. Therefore, in this
study, instead of training prediction models on all 15 projects
(see detailed descriptions in [39]) of the BugHunter Dataset,
we focused mainly on the JUnit project, which is a Java
framework for writing unit tests. The JUnit project is an
industrial project and has been actively maintained by the
developers. At the time of conducting the experiment in this
research, the project had 734 entries in total including 92 files,
216 classes, 426 methods, and 22,701 lines of code. Out of
the 734 entries, 286 are not related to test code (43 files,
77 classes, and 166 methods). Therefore, in the experiment,
139 class entries have been used to extract ESM values and
software metrics at class level. Note that the ESM values
and class-level software metrics were extracted throughout
multiple versions of the classes based on the commits on
GitHub.

B. DATA PREPROCESSING
The authors of the BugHunter Dataset trained the machine
learning models on this JUnit dataset and recorded the results
which are shown in Table 5. As can be seen in Table 5, the
performances of Decision Tree and Logistic Regression are
around 0.5, which is not very high. According to Gray et al.
[51], there are several quality issues (e.g., missing values,
redundant and irrelevant values, outliers, multi-collinearity,
etc.) associatedwith software fault datasets which researchers
need to properly handle before using them to construct SFP
models. Since the authors of the BugHunter Dataset did not
mention how they preprocessed the data in their experiment,

TABLE 5. Performances of decision tree and logistic regression on the
JUnit dataset of the BugHunter dataset.

we had to investigate it to ensure that the data quality issues
were adequately resolved before carrying on with the training
process.

Firstly, we discovered that the dataset consists of a num-
ber of constant features (software metrics) namely Warning
Blocker, Warning Critical, Warning Info, Warning Major,
Android Rules, Basic Rules, Brace Rules, Code Size Rules,
Comment Rules, Clone Implementation Rules, Controversial
Rules, CouplingRules, Empty Code Rules, Finalizer Rules,
Import Statement Rules, J2EE Rules. These features contain
only value 0 in all rows, which can potentially lead to heavy
bias for machine learning algorithms. These features were not
mentioned in the paper [39]; however, they exist in the actual
BugHunter Dataset.

Furthermore, most of the features in the dataset are
highly left skewed, which means they are not normally
distributed. Also, many features (software metrics) are highly
correlated with each other, which will potentially lead to
the multi-collinearity issue. Multi-collinearity is a com-
mon phenomenon in statistics and happens when there are
high correlations among independent variables (features).
According to Zainodin et al. [52], multi-collinearity can
lead to the difficulty in distinguishing between the con-
tributions of these independent variables (features) to that
of the dependent variable (label/output) since they may
compete to explain similar variance. In general, correlated
features do not improve performances of machine learning
models and thus, removingmulti-collinearity is recommended
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by Li et al. [53] to reduce dimensions, remove irrele-
vant data, increase learning accuracy, and improve result
comprehensibility.

In order to further examine the multi-collinearity issue in
the Full dataset, we employed the Variance Inflation Factor
(VIF) technique, which is used to measure the degree of
collinearity present for each factor. VIF indicates how much
of the estimated coefficient increases is due to collinearity
independent variables. In particular, VIF reports how much
of a regressor’s variability is explained by the rest of the
regressors in themodel due to correlation among those regres-
sors [54]. VIF can be calculated by Equation 5 as follows:

VIFi =
1

1 − R2i
(5)

where, R2i is the coefficient of determination obtained by
fitting a regression model for the ith independent variable on
the other independent variables.

The values of VIF scores in the Full dataset range from 2.07
(ESM ClassCast) to infinity (LDC, LLDC, TNLS and NLS).
According to Craney and Surles [54], although no formal
cutoff value or method exists to determine when a VIF score
is too large, the typical suggestions for a cutoff point are less
than 5 or less than 10. Based on the suggestions of Craney and
Surles [54], only 9 out of 61 features in the Full dataset satisfy
the cutoff point namely ESM ClassCast (2.07), ESM Index-
OutOfBounds (2.61), ESM NullPointer (6.55), PUA (6.70),
NII (8.05), NL (8.10), LCOM5 (8.34), and CBO (9.12). NOI
(16.49) is also considered to be relatively good since its VIF
score is much closer to 10 compared to the VIF scores of
the other features (software metrics). From the VIF analysis,
it can be seen that apart from PUA, NII, NL, LCOM5, CBO,
and NOI, the other software metrics have very high VIF
scores (≈40 → ∞), which means if all these features are
kept in the datasets for the training process, they will compete
with each other to explain the same variance and thus, affect
negatively to the performances of machine learning models.
Therefore, it can be concluded that the multi-collinearity
exists in the Full dataset and the Software metrics dataset and
thus, needs to be resolved.

With multiple issues existing in the Full dataset and the
Software metrics dataset as mentioned above, before carrying
on with the training process, we preprocessed the data with
the following steps:

1) Remove constant features (software metrics) (these are
the features that contain only value 0 in all rows men-
tioned earlier). The total number of features remaining
in the Full dataset and Software metrics dataset are
61 and 58, respectively.

2) Split the Full dataset and Software metrics dataset into
training (80%) and testing (20%) sets accordingly.

3) Scale the features to bring them into the same value
range (0, 1).

4) Normalise the features to make them more normally
distributed by applying Box-Cox transformation algo-
rithm [55]. According to Osborne [56], Box-Cox

applies a range of power transformations (rather than
the traditional square root, log, and inverse) to easily
improve the data normalisation process for both posi-
tively and negatively skewed features.

5) Apply feature selection using Linear Support Vector
Classification (Linear SVC) with Lasso (Least Abso-
lute Shrinkage and Selection Operator) regularisation
to remove multi-collinearity. According to Fonti and
Belitser [57], feature selection is a process that chooses
a reduced number of explanatory variable to describe a
response variable. Lasso is a powerful method for reg-
ularisation and feature selection. The method applies a
shrinking (regularisation) process to penalise the coef-
ficients of the regression variables and shrinks some
of them to zero [57]. After the shrinking process,
the variables that still have a non-zero coefficient are
selected to be part of the model. Feature selection is
applied to reduce irrelevant features (features that do
not add any information to the dataset or features that
are highly correlated with each other) and reduce over-
fitting. In [39], the authors did not explicitly mention
if they had applied any feature selection method on
the BugHunter Dataset or not. Therefore, we decided
to conduct the experiment with both scenarios where
feature selection would be applied and would not be
applied. Note that, in the Full dataset, feature selec-
tion would only be applied on the software metrics
variables.

C. EXPERIMENTAL RESULTS
Table 6 demonstrates the F1-score, Precision, Recall, and
Accuracy rates of the four machine learning algorithms (DT,
LR, MLP, and NB) on the two datasets (Full dataset and
Software metrics dataset) in two scenarios:

1) Feature selection was not applied: In this experi-
ment, the two datasets were used to train the four
machine learning models without being pre-processed
with feature selection. This experiment was conducted
to reproduce the results recorded by Ferenc et al. [39]
to investigate if the dataset had been adequately
pre-processed to resolve data quality issues mentioned
in subsection IV-B.

2) Feature selection was applied: In this experiment, the
two datasets had been pre-processed with feature selec-
tion before being used to train the four machine learn-
ing models.

As can be seen from Table 6, when feature selection was
not applied, the F1-scores of Decision Tree and Logistic
Regressions are 0.3750 and 0.5514, respectively on the Soft-
ware metrics dataset, which are quite close to the results
recorded by Ferenc et al. [39]. This indicates that we were
able to reproduce the results achieved in [39].

When feature selection was applied, the F1-scores were
significantly boosted for DT (increased by 42% and 77% for
the Software metrics dataset and Full dataset, respectively),
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TABLE 6. Experimental results.

LR (increased by 12% and 25% for the Software metrics
dataset and Full dataset, respectively), MLP (increased by
24% for the Full dataset, and NB (boosted by 6% for the Full
dataset). This means that in [39], the data quality issues were
not adequately addressed.

With the results from the two experimented scenarios,
the performances of the four machine learning models have
been boosted significantly after feature selection was applied
to the training datasets. As a result, it can be inferred that
the multi-collinearity issue existing in the software metrics
of both datasets negatively affects the performances of the
machine learning models by introducing harmful biases and
difficulties to distinguish the true effect of each independent
variable. Due to this multi-collinearity issue, when feature
selection was not applied, there were no clear differences
between performances of machine learning models when
being trained on the two datasets. For instance, with the
DT model, F1-scores were 0.3750 and 0.3529 for Software
metrics dataset and Full dataset, respectively. It can be seen
that these two values are close to each other and are less than
0.5, which is very low. As a result, we could not confirm if
the ESM values actually had effects/impacts on the learning
process or not.

On the other hand, when feature selection was applied, the
multi-collinearity issue has been resolved and thus, the effects
of features (including ESMvalues) could be interpreted better
by the machine learning algorithms. The results show that
the F1-scores of the four machine learning models were
significantly boosted as discussed above. More importantly,
the F1-scores of the models trained on the Full dataset were
always higher than the F1-scores of the same models trained
on the Software metrics dataset. The highest F1-score was
0.7143 and the highest Accuracy was 0.8 from the Logistic
Regression model trained on the Full dataset. For the other
models trained on the Full dataset, the F1-score was also
above 0.5 and the Accuracy was around 0.7. These results are
appropriate for predictionmodels as according to Rathore and

Kumar [8], the average accuracy of all SFP techniques was
between 70% and 85%.

From the F1-score and Accuracy rates of the four machine
learning models on the two datasets, it can be inferred that
the ESM values provided the machine learning models with
useful information about error patterns and thus, improved
their performances.

D. ANSWER TO RESEARCH QUESTIONS
By investigating the correlations of all the features in the Full
dataset as discussed in subsection IV-B, it can be inferred
that ESM IndexOutOfBounds, ESM NullPointer, and ESM
ClassCast do not have correlations with each other and with
other software metrics. Also, the VIF scores of these ESM
values are the lowest in the Full dataset (2.07 for ESM Class-
Cast, 2.61 for ESM IndexOutOfBounds, and 6.55 for ESM
NullPointer) and are lower than the cutoff point suggested by
Craney and Surles [54] (less than 5 or less than 10). From the
empirical results, we could address research question RQ1
outlined in Section I by concluding that the ESM values do
not have correlations with each other and with other software
metrics.

From the empirical results, it can be seen that with the
multi-collinearity issue being properly handled by applying
feature selection, the ESM values in the Full dataset added
more useful information to the machine learning models
and thus, helped to improve their performances. Therefore,
we could conclude that the ESM values can be used as a set
of software metrics to incorporate with software metrics to
improve fault-proneness prediction. As a result, the research
question RQ2 outlined in Section I can be answered.

By fully addressing research questions with empirical evi-
dence, we can infer that the ESM values do not compete
with each other and other software metrics to explain similar
variances. Also, ESM values can be used as a set of software
metrics to provide machine learning models with more use-
ful information about error patterns and thus, improve their
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performances. As a result, we conclude that ESM values can
be used as a novel set of software metrics, called Error-type
software metrics, to incorporate with other software metrics
in the context of software fault prediction.

E. COMPARE WITH OTHER SOFTWARE METRICS
According to Colakoglu et al. [58], class-level met-
rics that have been mostly used in SFP studies are
CK metrics (WMC, RFC, LCOM, CBO, DIT, NOC),
MC (Method/Message Complexity), CWC (CouplingWeight
for a Class), AC (Attribute Complexity), CLC (Class Com-
plexity), AMCC (Average Method Complexity per Class),
ACC (Average Class Complexity), ACF (Average Coupling
Factor) and AAC (Average Attributes Per Class). However,
these software metrics can only be applied in particular
application domains. For instance, although Rathore and
Kumar [8] suggested that object-oriented metrics, particular
CK metrics, are good predictors of fault severity in software
project, in [59], Bansal argued that the DIT and LCOM
metrics are unsuitable to measure quality and complexity for
object-oriented design; whilst NOC cannot be used at all for
fault-proneness prediction. As a result, when conducting SFP
studies, there is always a need to select the best combination
of metrics for each different application domain for the given
application context.

On the other hand, the traditional sizing metrics such as
LOC, SLOC, and KSLOC are considered as generic source
code metrics and can be used in any application domains.
These metrics have also been proven to be related to fault
proneness in many SFP studies [8], [58]. The combination
of LOC with WMC and RFC can be utilised to predict
change-prone classes and reduce the cost of testing for var-
ious types of software projects [60].

Similar to the sizing metrics, the newly proposed
Error-type metrics are derived based on the error type mod-
els as discussed in subsection III-A; therefore, they can be
applied in any application domain since the runtime errors
will always happen in the same manners. Also, the exper-
imental results showed that after applying feature selection
on the training data, the Error-type metrics, PUA, NII, NL,
LCOM, CBO, and NI can make a good combination for
fault-proneness prediction in object-oriented software (e.g.,
JUnit) with the accuracy rate of 80%.

One of the concerns with SFP is the continuous evolu-
tion of source codes. For instance, an SFP model is built
using a set of metrics and subsequently, it is used to predict
fault-proneness in a given software project. However, some
of the faults are fixed afterwards. Thus, the software modules
have evolved to accommodate the changes. However, in sev-
eral scenarios, the values of the used set of metrics remained
unchanged. As a result, if the built SFP model is reused,
it will detect the same code areas as fault-prone. According
to Rathore and Kumar [8], this is a well-known problem
in SFP. To overcome this issue, it is necessary to select
the software metrics based on the development process and
self-adapting measurements that capture already fixed faults.

Nachiappan et al. [61] and Matsumoto et al. [62] proposed
different sets of metrics such as software change metrics, file
status metrics, and developer metrics to build SFP models.
However, these metrics rely on inputs that consist of human
involvement. For example, software change metrics only
work when changes are committed whenever the developer
considers them as ready for release. On the other hand, our
proposed Error-type metrics can automatically capture the
differences in code/error patterns between two versions of
the software project and do not require human involvement.
As a result, the Error-type metrics can be used to construct
SFP models that capture the buggy and the fixed states of
the same source code elements from the narrowest timeframe
regardless of release versions.

Additionally, according to Chhillar et al. [63], most soft-
ware failures these days are caused by lack of testing
of non-functional parameters such as security and perfor-
mance. Also, it has become more challenging with the rapid
development of trending technologies such as Internet of
Things (IoT), Artificial Intelligence (AI), Machine Learn-
ing, and Robotics. However, we believe that the newly
proposed Error-type metrics can be useful for predicting
fault-proneness in these fields since the runtime errors
will also happen in the same manners with traditional
software.

In general, the contributions of the newly proposed
Error-type software metrics based on empirical results are as
follows.

• Error-type metrics are generic source code metrics and
can be used to construct SFP models for a wide variety
of application domains.

• Error-type metrics can capture the buggy and the fixed
states of the same source code elements from the nar-
rowest timeframe regardless of release versions.

• Error-type metrics are good predictors of
fault-proneness.

F. LIMITATIONS AND THREATS TO VALIDITY
Although the results are promising to confirm the useful-
ness of ESM values in improving performances of machine
learning models in predicting fault proneness, there are still
some threats that could affect the findings of the proposed
approach.

Firstly, the ESM values were collected automatically using
the T-SXM tool. As a result, errors can potentially occur
within the developed PSI-E algorithm when it encounters a
code pattern that is abnormal. However, manually validating
all code patterns in a large project would have been an enor-
mous task.

Secondly, we conducted the experiment with three ESM
values corresponding to the most three common JREs namely
Index Out Of Bounds Exception, Null Pointer Exception,
and Class Cast Exception. At the time of conducting the
experiment, we could not find any correlation between ESM
values with each other and with other class-level software
metrics. However, in future research, when new ESM values
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are introduced, the multi-collinearity issue can potentially
happen within the ESM values. As a result, the findings we
have in this study could be hindered.

Thirdly, the experiment was conducted on one project,
which is JUnit. Although JUnit is a fairly large Java project
and we obtained the ESM values and software metrics from
various versions of the project, it is still better to include
the analysis results from other different projects as different
projects possess different error patterns, which means one
ESM value (e.g., ESM Arithmetic) might contribute to the
error patterns in one project but it might be a noise or an out-
lier in another project. In this study, we have not investigated
the issue of outlier of the ESM values.

Finally, although through the experiments, we could
infer that the ESM values helped to improve performances
(F1-score and Accuracy rates) of machine learning mod-
els, the low values of Recall was a concern for us. The
Recall values from the four machine learning models in
all experiments fluctuated between 0.3333 and 0.5556. This
could be caused by the issue of skewed dataset we men-
tioned in subsection IV-B. Although we applied the Box-Cox
transformation algorithm to make the dataset more nor-
mally distributed, there are still more rooms for further
improvement.

V. CONCLUSION AND FUTURE RESEARCH
In this paper, we have investigated the usefulness and poten-
tial issues of the ESM values, which were initially introduced
in [20], as a new set of software metrics, called Error-type
software metrics, to improve performances of machine learn-
ing models in fault-proneness prediction. We have also
proposed a methodology for modelling, extracting, and
evaluating the ESM values using Stream X-Machine and
machine learning techniques. We conducted the experiments
with four machine learning models (Decision Tree, Logistic
Regression, Multilayer Perceptron, and Naïve Bayes) on the
JUnit project whose software metrics were imported from
the BugHunter Dataset. Before carrying on with the train-
ing process, we had carefully investigated the dataset to
address the data quality issues (e.g., redundant and irrel-
evant values, and multi-collinearity). The results showed
that the newly proposed Error-type software metrics helped
to improve performances of machine learning models by
providing them with useful information about error pat-
terns. Although there are still several limitations that could
potentially hinder the findings of the study, the promising
results from the experiments enabled us to conclude that
the ESM values can be used a new set of Error-type soft-
ware metrics that can be incorporated with software met-
rics to improve performances of SFP models in predicting
fault-proneness.

In future research, we will introduce more ESM values
(e.g., ESM Arithmetic, ESM NumberFormat, etc.) to the
Error-type software metrics to capture more runtime error
patterns in Java projects. We will also conduct experiments
on more industrial projects in different application domains

to consolidate our findings and address the threats outlined in
subsection IV-F.
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