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In the near future, robots and automations are expected to enter into our daily lives for service and assistance to humans. But the question is, are these systems actually designed to interact with people in every day setting? In this paper, we focus on recent studies that investigate the interaction between humans and machines and discuss the novel theoretical perspectives on the dynamic field of social robotics. In addition we build the foundation for a framework that advances a human-centric approach to address social issues alongside the necessary research and technology development. Arguing on the embodiment and the morphological features that characterize social robots, we attempt to balance the anthropomorphism and functionality to level the evolution of robotics and facilitate development and the design of the next generation of social robots.

INTRODUCTION
Robots for many decades have been working alongside humans in industrial environments. Since their introduction in industry, their purpose was not only to lower production time and cost, but also to offer better quality of products. These robots are programmed to do repetitive, dull or dangerous tasks that require accuracy, flexibility and strength in lieu of human labor.

In the near future though, it is expected that robots will enter in our daily lives.  These robots intended for human-robot interaction are currently designed to fill simple roles, such as task completer or tool and are described as service robots. Service robots are divided in two subcategories: professional service robots (dealing with bomb-disposal, surgery, animal milking, search and rescue robots etc.) and personal service robots (such as domestic robots, assistive robots for people with disabilities, learning companions, entertainment robots etc.). These robots that function naturally and work or interact on human terms are also called socially interactive robots. According to Breazeal et al. (2008) social (or sociable) robots are designed to interact with people in a natural, interpersonal manner – often to achieve social-emotional goals in diverse applications such as education, health, quality of life, entertainment, communication, and collaboration. 
Service robots, and particularly personal service robots have the highest expected growth rate in the population of robots (Bartneck and Forlizzi, 2004). This emerging market of service robots poses the question of how to design robots that can successfully operate and interact with ordinary people in a natural and intuitive manner.
Due to their close interaction with humans in their everyday setting, their effectiveness is dependant on parameters like social rules, body language and gestures as well as observation and interpretation of space and nonverbal communication of people. The key point in the development of service robots is that alongside the technical specifications and characteristics, the design of these robots should emphasize, in a novel way for such mechatronic systems, their social ability.

Most robot designers tend to emphasize the cognitive aspect of intelligence when designing robot architectures while viewing the social and especially the emotional aspects with skepticism (Breazeal, 2004). According to Groom (2008), most existing models of robots as task completers and tools fail to delineate the powerful direct influence of the robot on the human. Groom also argues that most designers have failed to recognize the influence of robots on human behavior and social feedback that robots generate, as the design emphasis remains on the robot and not on the interaction.

 Nowadays even more generations of robots are remarkably humanoid, since they seem to be the most common design archetype of an interactive robot. The recent advance of these kind of robots made most people expect humanoids to integrate in our society. Robotic research however has a long way until fully autonomous robots with human-like features and characteristics become feasible. We still seem far enough from the devise of an artificial human being and this problem is likely to remain a hard one for years to come.
In this paper we argue that the benefits of the social interaction could still be incorporated into robots that do not necessarily demonstrate a human-like form. The design of social robots should be well-balanced regarding their anthropomorphic characteristics and social abilities, as the role of social intelligence is a fundamental part for the design of personal service robots. Adding social behavioral characteristics to simple and functional robotic devices, will level the evolution of robotics and will make the transition from industrial robots to everyday robots smoother. The first step in the solution of a problem is the identification of its parameters and in this case it is to understand the attitudes humans exhibit towards robots, in order to create human-compatible and also human-centered robots.
We start this paper with a small review of some principal research and trends in social robotics. We then survey some relevant work on the anthropomorphism and human perspective on robotics. Then, we argue on some theoretical approaches on the embodiment of social robots, discuss some case studies and outline a new dimension regarding the implementation of social function by simple robotic interfaces. Finally we conclude discussing the future perspectives of this approach. 
SOCIAL ROBOTICS TRENDS

The dynamic field of social robotics evolves along the scientific practice to design and built machines able to engage in social interaction with humans.

Among the earliest works in thinking about robots with interpersonal social intelligence is Dautenhahn ’s (1995; 1997) where she discussed common social mechanisms of communication and investigated social intelligence and individual interactions in groups of autonomous agents.
A number of theoretical approaches have been developed to characterize the emerging area of human-robot interactions. A first review of social robots is available from Fong et al. (2003) where the authors describe the context for socially interactive robots, emphasizing the relationship to other research fields and different forms of social robots. They also present a taxonomy of design methods and system components. Several of the presented approaches were driven by technological advances, that enable more natural and lifelike human-robot interactions (Breazeal, 2003; Brooks 2002). 

In her study Breazeal (2003) proposes a classification of social robots. Breazeal describes four social robot classes (socially evocative, socially communicative, socially responsive, and sociable), which are distinguished by their ability to support the human social model in complex environments and scenarios. 
In (2003), Duffy presents issues pertinent to meaningful social interaction between robots and people. Of primary concern is the degree to which anthropomorphism is exploited in robot design. Duffy contends that when robots enter human social space, we inherently project our interpretation on their actions similar to the techniques we employ in trying to understand the behavior of pets. According to the author, this propensity to anthropomorphize is not seen as a hindrance to social robot development, but rather as a useful enabling mechanism.
Bartneck and Forlizzi, (2004) proposed also a framework that classifies properties of social robots. The properties consist of form, modality, social norms, autonomy, and interactivity while also provided some broad guidelines for the design of social robots. 
HUMAN-NESS, EXPECTATIONS AND INTERACTION

The design and the development of social robots is very crucial as it will impact our willingness to accept them into our lives. According to Young et al (2009) the problems of technology acceptance are far more significant in a domestic environment, where robots “invade” our personal space, rather than an industrial environment. For instance, longitudinal studies to assess the successful adoption and impact of assistive technologies for the elderly have shown that functionality and need are only part of the design equation and social as well as emotional factors greatly impact the person’s willingness to adopt the technology (Brazeal, 2004). 

Robots intended for this kind of interaction must be able to observe others' actions and base their own behavior according to the occasions. This adaptable personality should be designed such that its behavior is recognizable, understandable and predictable to people. If technology adheres to human social expectations, people will find the interaction enjoyable, while feeling empowered and competent (Billard and Dautenhahn, 1998; Leite et al. 2008). 
Physical appearance also affects interaction. That is the main reason that most researchers built anthropomorphic or zoomorphic robots, as people know what to expect from a human-like or a creature-like robot and consequently even more robots are being equipped with faces, speech recognition, lip-reading skills and similar features (Dautenhahn, 2000; Dautenhahn and Ogden, 2002).  The form and structure of a robot is important because it helps to establish social expectations; for example, a robot that resembles a dog will be treated differently (at least initially) than one which is anthropomorphic (Fong et al. 2003). The research question to address in this point is if these biologically inspired morphologies are actually better than function-centered robots.
Recent studies (Bartneck et al. 2009) showed that the design of a robot influences its perceived intelligence. Consequently, on the one hand anthropomorphism might trigger interaction, but on the other hand it might also increase the expectations of humans. People that see a humanoid robot, expect the robot to walk, talk or work like a human being. Although humanoid robots are technologically advanced, they still cannot act like human beings and once the initial expectations are not satisfied, users can be disappointed and eventually lose interest in interacting with them.
As the visual and behavioral indications of humanness increase, the expectations of humans are set higher, impeding communication. Social robots should exploit people’s expectations of behavior rather than necessarily trying to force people to believe that the robot has human reasoning capabilities. Consequently a robot needs an amount of robot-ness, in order not to develop detrimentally false expectation of its capabilities (Duffy, 2003). That is why the robot interface and morphologies should clearly communicate its capabilities and limitations. The embodiment of a robot should reflect the tasks that it performs and the guide for its morphological features will be set by its operational objectives.
Moving from the anthropomorphic prototype to simpler robotic devices that demonstrate social characteristics, is often proposed in order not to exceed the expectation of people, but still get the benefits of social interaction. That way, we build a system based on the fundamental requirements of the user and we can still gather valuable information, observing people responses, in order to improve the next generation of robots with more mature technology. 

In the next chapter we advocate this point, using paradigms from social robot literature, arguing that a robot does not necessarily need human characteristics to interact in a social manner.

FORM AND SOCIAL ABILITIES

Humans are actually capable to evolve social relationships with totally non-anthropomorpic or non-animalistic robots or even systems. The “computers as social actors” (CASA) theory by Reeves and Nass (1996) and shows how people treat even desktop computers as social entities and adhere to social norms in their interactions with them. The study explains how humans unconsciously ascribe personality, and intentionality to computer-mediated technologies.  
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Figure 1: Roomba – robotic vacuum cleaner

Roomba is a robotic vacuum cleaner. The first generation was introduced in 2002 and since then millions of units have been sold. An ethnographic study (Forlizzi and DiSalvo, 2006) of the use of the Roomba in family homes found that half of all families studied developed social relationships with it. Families named the robot, spoke to it, described social relationships between it and pets, and even arranged “play dates” for multiple Roombas to clean together.
It is particularly interesting to observe that even though neither desktop computers, nor Roomba does have anthropomorphic characteristics, people interact socially with them and attach emotionally. 
Paro is a therapeutic seal robot, designed to offer a calming effect and elicit emotional responses in patients of hospitals and nursery homes. Similar to Animal-Assisted Therapy, it is also intended to stimulate patients with dementia, Alzheimer’s, and other cognition disorders. Current research results by Wada and Shibata (2007) showed that Paro has great potential for increasing the health level and decrease the risk of cognitive decline in care houses for elderly people. The reason that Paro’s developers chose a seal and not a dog or a cat robot, (i.e. more familiar animals), is that it is very difficult to make robots behave and seem exactly like real animals. According to the developer’s webpage (http://paro.jp/) their first attempt to create a dog-like and a cat-like robot failed in their evaluation by users, as they did found the dog-robot too mechanical and the cat set to people high expectations initially, and disappointed them later. Since cats and dogs are familiar animals to many people, they tended to compare the robot with the real ones and the differences between them became a source of disappointment. The developers of Paro found that users generally interested in interacting with robots modeled after non-familiar animals. In addition, most people also developed an emotional attachment to Paro, as they interacted with it without comparing it with a real seal.

In another recent study (Hegel et al. 2008) results also indicate that when the movements and the appearance of a robot are almost human-like, there are too many expectations of the robot’s capabilities and the result is a negative reaction from the human observer. 
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Figure 2: Paro – therapeutic robotic baby seal
These studies are primarily important in empowering the fact that we can design and develop social robots, without using morphologically human or familiar, shapes and forms. Of course the solution is not to avoid anthropomorphism but rather embrace only the productive part in social robots. The research field of social robotics could move with small steps, integrating first simple social characteristics to plain robotic platforms.
In any case, the design of robots that can successfully play a beneficial role in the daily lives of people, requires a multidisciplinary approach. It also appears advisable to include designers early in the development of robots, to ensure that the robot’s embodiment is not only a result of engineering necessities, but a careful choice based on the impression the robot will have on the users (Bartneck et al. 2009). The way end users respond to robots, can provide a framework and a set of guidelines that robot developers and designers of robotic interfaces can use to consider, analyze and evaluate their designs.
CONCLUSIONS AND FUTURE WORK

In the years to come, social robots will play an important role, integrating in our world and cooperating in many levels and in close proximity with humans. For the foreseeable future, there will continue to be significant imbalance in social sophistication between human and robot (Dautenhahn et al. 2002), due the limited perceptual, cognitive and behavioral abilities of robots compared to humans.

In this paper, we discussed the concept of interaction between robots and humans and we focused on human over robot perception, investigating some theoretical perspectives on the embodiment of social robots. The balance between anthropomorphism and functionality will level the evolution of robotics and will make the transition from industrial robots to everyday robots smoother.

Designing robotic systems from the outside in, taking primarily under consideration the environment and the assigned activity that they destined, rather than from the inside out, might facilitate to develop robots that have the internal structure and the embodiment that balances user’s expectations with robot’s abilities.

Our future work will provide a framework in which social scientists, robotic practitioners and engineers can work together, taking into account the social impacts and cultural contexts of their applications. This framework will emphasize the significance of social and functional interactions, in order to identify the core parameters that influence human-robot communication and to investigate the opportunity to design and build more collaborative systems for the next generation of social robots.
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