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Abstract

The aim in the production of foodstuffs is to process the product as efficiently as possible without compromising quality. In general, these goals are in conflict and a compromise is sought. This paper presents a constraint modelling technique that can be employed to manage these issues. This method has the advantage that it allows the production process to be modelled together with the food properties. Optimization techniques have been implemented to help to resolve conflicts and to identify improvements to the overall process. Applications are given from the area of machine-product interaction and machinery optimization.
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1
INTRODUCTION

Within the UK, the food and drinks processing industry represents 7,051 enterprises with a combined annual turnover of £72.6 billion, equating to 14% of all UK manufacturing (Annual Business Inquiry, 2008). Currently, the industry faces many challenges. Specifically the increased diversity of products has lead to a need for smaller batch sizes, the increased demand for higher quality foodstuffs and the numerous issues surrounding organic foods (McIntosh et al., 2009). Much of the current design practices are based upon previous experience (Buche et al., 2002). This makes it difficult to build new factories without obtaining knowledge of workers with many years of experience of the manufacture of that particular foodstuff. This obviously causes problems when building (or even modifying) production lines for foods in which the company has very little or no previous experience (Matthews et al., 2008). It also means that new ideas which might be far superior in terms of economics and quality are unlikely to be pursued. There are several problems in creating designs for new food and drink processing plant. The actual modelling of the food material often involves non-linear equations which are difficult to deal with, and the parameters involved may vary from batch to batch (Wedzicha and Roberts, 2007). For example in the work reported in this paper, yoghurt is modelled as a sample foodstuff: it has similarities with soup, baby foods and so on. Yoghurt is a thixotropic and highly non-Newtonian fluid. Furthermore processing of the material introduces shear thinning effects which tends to destroy some of the desirable properties (Mullineux and Simmons, 2007). There is an over-riding need to maintain the quality of a product (to a standard which is acceptable to the consumer) while undertaking the changes required to improve the process.
The purpose of this paper is to consider the use of “constraint modelling” techniques in handling the conflicting requirements of food and drink processing. This technique is reviewed in section 2. It uses optimization techniques to resolve constraints and hence is a suitable means for dealing with the non-linear nature of modelling food production. An application of the technique to the selection of pipe sizes for yoghurt flow is discussed in section 3. Section 4 discusses the use of the constraint-based technique for the optimal design of equipment used in packaging of foodstuffs, and some conclusions drawn in section 5.
2
CONSTRAINT MODELLING

The idea of constraint modelling arose from investigations into the mechanical design process (Mullineux et al., 2005). In the early conceptual stages of a new design task, the precise details by which the final design will operate are largely unknown. Consequently, early design decisions can be difficult to make and can potentially have a huge impact on the success of the final design. What are more apparent are the constraints which describe what the limitations and bounds that any feasible solution must satisfy. For example, a part may need to be less than a particular size but still be sufficiently strong (Thornton, 1996). As the design progresses and the understanding of the problem improves additional constraints and objectives emerge while others may be found to be unnecessary. It is the aim of the designer to find a design solution which meets all the imposed constraints. Often this is not completely possible since the constraints are in conflict and the skill of the designer is in deciding which constraints can be relaxed without prejudicing the overall design (Mullineux et al., 2005).  
The technique developed and presented in this paper relies on optimization procedures for constraint satisfaction. In the field of design engineering, a variety of such packages are available (BOSS QUATRO™, OPTIMUS-Noesis™, iSight-Engious™) being just a few. In this paper a software package named “SWORDS” has been employed (Mullineux, 2001). In this environment users can specify the design parameters, any number of elements in conjunction with a set of corresponding design constraints and objectives. The constraints are imposed by the user by specifying mathematical relations between the design parameters. Each expression returns a real-valued result which is deemed to be true when it is zero. The expression can be thought of as a measure of ‘falseness’ of the corresponding constraint. Consequently, the overall falseness of the design is only zero when all the constraint expressions are satisfied exactly. Each constraint can also be regarded as specifying a subset of the deign space where it is true. All constraints are satisfied in the intersection of the sets (cf. figure 1a). The sum of the squares of the constraint expressions is used to generate an objective function, which is to be minimized mathematically this is written as follows:

Minimise:   f(x) = Σ fi(x)2






(1)
where x is the vector of the n design parameters and fi(x) I the expression corresponds to the i-th constraint rule. The technique depends upon solving the resulting unconstrained optimization problem to resolve design constraints and obtain the corresponding design parameters.
[image: image1.emf]
Figure 1 Constraint expressed as subsets of the design space
When a fully feasible solution is not possible, due to the existence of conflicting constraints, the solution to the above problem represents a “best compromise” solution and a configuration of minimum falseness. The intersection of the subset of the design space is empty (cf. Figure 1b). For practical problems this can be unacceptable where the corresponding design violates one or more essential constraints or physical laws. In this case, additional weighting terms can be added to high priority constraint expressions and the resulting optimization problem:

Minimise: f(x)  =  Σ [Wi fi(x) ]2





(2)
where Wi is a positive weighting term corresponding to the i-th constraint rule. Large relative weighting terms act as penalty factors against the violation of the corresponding constraint rule and help to ensure that those constraints are satisfied. Combining the constraints into a single objective function means that a minimum exists. However, this solution does not necessarily satisfy all the strict constraints exactly and for many design problems the unconstrained formulation of equation (2) is not adequate. Often it is essential that designers make a clear distinction between the design objectives (for example to maximize performance or minimize cost/weight requirements) for the final design and any strict design constraints that cannot be violated by the final design (such as bounds on design parameters or physical limitations and restrictions). These strict constraints occur throughout the design process and motivate the formulation of design problems as a genuine constrained optimization problem, where a minimum to the given objective function is sought under a set of general constraints. 

Mathematically, this problem is written as

Minimise:  f(x)







(3)
where x lies in a subset Ω of muli-dimensional real space, subject to the following set of equality and/or inequality constraints:

gj(x) = 0  or  gj(x) ≥ 0   for j = 1, ..., m.




(4)
These constraints are additional equations and/or inequalities written in terms of the design parameters. If a solution to the above constrained optimization problem exists it satisfies all of the constraints. A solution that fails to satisfy all of the constraints represents an infeasible solution. With a single unconstrained objective function built from the constraint rules, the solution space is not restricted and the solution is simply a minimum of the objective function. However, when considering a genuine constrained optimization problem the constraints restrict the region of the solution space where possible optimal solutions can lie. Figure 2 shows the objective function with an optimum lying in the feasible region defined by four constraint inequalities gj(x1, x2), for J=1,2,3,4…
[image: image2.emf]
Figure 2: Graph of a constrained optimization problem in two variables x1 and x2

Constrained optimization problems are much more general and can be significantly more complicated to solve than unconstrained optimization problems (Detcher, 2003). Optimal solutions do not necessarily lie inside the feasible region but can lie on the boundary defined by the constraint relations. If the constraints are in conflict then the feasible region of the solution space can be empty. Consequently, it is possible that no solution exists to the constrained optimization problem. All algorithms for optimization problems require at least one set of design parameters to use as a starting point denoted by x0. From x0 a sequence is generated xk that terminates when a solution has been found to the required accuracy or when no further progress can be made. Methods differ by how they move from one iterate to the next with a lower value of the objective function. Using existing constraint modelling software the engineer presents constraints as expressions between the design parameters which are zero when they are true. During the resolution phase, the system forms the sum of the squares of these values and tries to minimise this by varying parameters specified by the user. In the optimizer employed, the constraints are specified within user-defined functions. 
The following is a simple example.


function solve


{


   var  x, y;


   rule( x + y - 3 );


   rule( 2*x + y - 4);


}

Here x and y have been declared elsewhere as global real variables. When this function is invoked, the system automatically adjusts the values of the two parameters in the var statement and this then solves a pair of linear equations. The overall approach developed for the research into the design modelling of food their respective processes is detailed in the flowchart, Figure 3.
[image: image3.emf] 

DESIGN 

PROBLEM

DEFINE 

CONSTRAINTS

DEFINE 

OBJECTIVES

RESOLVE 

CONSTRAINTS

OBJECTIVES 

MET?

ADD/  REMOVE 

WEIGHTINGS

DETAIL DESIGN 

Starting point  (often unknown )

Problem formulation /  refinement

Solution procedure

Constraint process Flowchart


Figure 3: Constraint-based process flowchart

3
APPLICATION TO PIPE FLOW

As a simple example, consider the modelling of a Newtonian fluid through a simple pipe network shown in Figure 4. There are six nodes and six pipes involved. The model for the flow can be created in terms of constraint rules. The conservation of mass flow at one of the nodes is governed by a constraint of the form


rule( v01*a1 - v12*a2 - v13*a3 );

where the v terms represent velocities in the pipes and the a terms are cross-sectional areas. The Bernoulli equation for a typical edge is represented by a constraint in the form:

rule( (p0/(rho*g)) + y0 - h01 - (p1/(rho*g)) - y1 );

where the p terms represent pressures at the nodes, the y terms represents heights of nodes, and the h term represents a head loss along a pipe section. For example shown in Figure 4, there are four constraints of the first type and six of the second. Applying these and allowing the system to vary the nodal pressures and edge velocities gives the solution shown in the figure.

[image: image4.emf]
Figure 4: Simple pipe flow solved using constraints

3.1 Pipe flow
In this section the application is considered of the constraint modelling technique to flow along pipes of a non-Newtonian fluid. This illustrates the use of the technique in selecting appropriate pipe sizes. The fluid is yoghurt and this is generally accepted to behave according to the Herschel-Bulkley model (Fangary et al., 1993; Holdsworth, 1993):



(  =  (0 + K(d(/dt)n 






(5)
where ( is the shear stress in the material, (0 is the apparent yield stress, K is the consistency factor, d(/dt is the shear rate, and n is the flow behaviour index. The flow along a horizontal circular pipe of radius R is considered. If p’ is the pressure gradient along the pipe then the shear stress ( at radius r is rp'/2 and hence at the wall of the pipe, the shear stress is given by
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The volume flow rate Q is given by the following:
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            (7)
This allows the flow rate to be determined for a given pressure gradient. Often however there is a need to determine the pressure gradient to provide a specified flow rate. In such a case this non-linear equation needs to be solved to determine (w and hence p'. In the case of yoghurt, there is a further complication. Excessive processing can damage the material properties and result in product which is not acceptable to the consumer in terms of its texture. Such detriment occurs if the shear rate becomes too large. This imposes a limit on the value of ( and in particular on (w which represents the largest value of shear stress across the cross-section of the pipe. The constraint modelling system can be used to find the best pipe radius to achieve a given flow rate without making the shear strain excessive. The basic user defined function with the constraint rules is the following:

function   choose_radius


{


   dec   real  pdash;


   var   dummy_pdash, dummy_radius;


   radius = max( 0, dummy_radius*scale_radius );


   pdash  = max( 0, dummy_pdash*scale_pdash );


   rule( 3600.0*1000.0*flowrate(pdash) - q_target;


   rule( max_gdot(pdash) - gdot_target );


}

Here flowrate is a function which evaluates the flowrate according to equation (7) for a given value of the pressure gradient pdash. The global variable radius is also used in this calculation. The first rule command specifies that the flowrate should equal the target value q_target specified in litres per second. Another user defined function max_gdot is used to find the maximum value of the shear rate for a given value of pressure gradient. The second rule command gives the constraint that this maximum should be the value specified by gdot_target. The basic strategy is to let the system vary the pressure gradient and the radius and search for values which allow both constraint rules to be satisfied. What is found is that the sensitivities of the constraints to changes in the two parameters are markedly different. For this reasons the “dummy” variables appearing above are used. These are dummy_radius and dummy_pdash. It is these values which are allowed to vary and the true values are these multiplied by appropriate scale values. Here the values used for the scale factors dummy_radius and dummy_pdash are 0.00001 and 1.0 respectively. Thus a change in the dummy radius variable has significantly less effect than the same change in the dummy pressure gradient variable.

[image: image7.emf]
Figure 5: Pipe radius and pressure gradient for prescribed shear rate constraint

It is also necessary to provide constraint rules to ensure that the radius is positive for otherwise the other equations become invalid. With these precautions, the optimizer can resolve the two main constraints given above. For example, with (0 = 8 Pa, K = 0.9 Nsn m2, n = 0.6, and the targets on flow rate and shear rate set respectively to 8000 l/hr, the radius is found to be 49.8 mm and the required pressure gradient is 652 Pa/m. The value of the target for the shear rate can of course be varied. This changes the corresponding values of the pipe radius and the pressure gradient. Figure 5 shows graphs of these changes. The higher the target, the smaller the pipe needs to be (to prevent the shear stress building up over the cross-section) and hence the greater the pressure gradient needs to be to maintain the prescribed flow rate.

3.2
Optimization of pipe size

Another example of the use of constraints is now given. This is based on a method (Garcia and Steffe, 1986) for finding the optimum pipe size for pumping a fluid which is assumed to obey the Herschel-Bulkley model. The fluid given as an example is tomato ketchup. There are a number of considerations taken into account regarding the flow itself. In particular this is assumed to be laminar and the (generalised) Reynolds number is required. The flow is in the form of the plug and the dimensionless unsheared plug radius appears in the equations. This needs to be found from these equations and as these are non-linear, an iterative scheme is required. Once the flow properties are established (for an assumed pipe diameter) the cost of the system is dealt with. Three aspects are considered. The first is the total annual cost per unit length of installed pipe. The second is the cost of the pump, its installation, and maintenance. The third is the annual charge for electrical consumption. Starting with an assumed pipe diameter, the cost can be found (these costs were supplied by the company and its contractors). 
In Garcia and Steffe (1986), a test for this being minimal is developed based on the derivative of the cost being zero. This is rearranged to give the pipe diameter in terms of the (optimal) cost. An iterative scheme is then introduced. This revised value given by this formula is used to update the assumed pipe diameter and the cost recalculated. This process is found to converge. Numerical techniques are required due to the highly non-linear nature of the equations used to model the system. The use of the constraint modelling techniques has the advantage of only dealing with the original equations from the pipe model and there is no need to adapt any by differentiation or other means. Effectively use is being made of the iterative schemes within the optimization environment. There are essentially two degrees of freedom. One is based around the selection of the plug diameter. The other is the selection of the diameter itself. The various design and fluid parameters are used as global variables. Constraint rules are imposed to ensure that the two expressions for the Reynolds’s number are the same. A further rule simply has the cost value so that this is minimised. When the rules are invoked, the values of the two variable parameters are adjusted and the constraint modeller successfully finds an optimal configuration. Figure 6 shows a graph of cost against pipe diameter for typical values of the parameters. This confirms the fact that the optimal configuration is well defined and hence both methods are able to find it.
[image: image8.emf]
Figure 6: Cost as a function of pipe diameter
4 Food packaging case study
The application here is a conveyor system of canned product. The cans are overwrapped in packs of six. These then leave the overwrapping station and travel along a transit conveyor, where they are transferred to a tertiary coding, labelling and packing conveyor. 
[image: image9.emf] 
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Figure 7: Packing station configuration
Current employed at the site are a combination of manual and automated mechanical transfer systems. . However, in order to remain competitive there is a growing need for the packaging process to be automated and sufficiently flexible to process a wide variety of different products at high speeds. For example, the position and orientation of the packaging machinery and output conveyors may change for different sized products. The speed of the conveyors may also need to be reduced in order to facilitate safe loading of heavy product.

To facilitate this change, operations now want all their system to be automated, so a transfer mechanism is put in place to move product between conveyors. The production layout is shown in Figure 7.  The transfer mechanism can be described as a four bar chain and is shown in Figure 8. The transit conveyor is moving at 1600mm/min and the tertiary packaging conveyor is moving at 150mm/min. The goal of the technique is to select collection and drop-off points from the respective conveyor where the transfer mechanism is moving at the same velocities as the conveyors.
[image: image10.emf]
Figure 8: Transfer mechanism with prescribed horizontal and vertical velocities 
The transfer mechanism consists of a fixed point pt connected to a simple four bar chain. The mechanism and a typical output path are shown in Figure 9. There are a total of seven design parameters: l1, l2, l3 which are the lengths of the three links; p, q the coordinates of the relative position of the point pt with respect to the coupler link; and (x1, y1), the position of the base of the driver link. There are also five design constraints. The velocity, v is prescribed at two points:  p1 and p2 of the path in order to match the conveyor belt velocities giving four velocity constraints:


vhor(p1) = -1600.0 mm/min

vhor(p2) =  0.0 mm/min


vver(p1) =  0.0 mm/min

vver(p2) = -150.0 mm/min

[image: image11.emf]
Figure 9: Transfer mechanism
The final design constraint is that the mechanism must assemble correctly. Therefore, in addition to the velocity constraints, the error in assembling the mechanism must also be zero. The transfer mechanism shown here is a good example of a design optimization problem that possesses a large number of feasible solutions satisfying all of the design constraints (Singh et al., 2007). By adding further design objectives the number of feasible solutions can be greatly reduced. For this example it would be desirable to minimize the cost of manufacturing the mechanism and so minimise the size of the major mechanism linkages. This corresponds to minimizing the sum of the link lengths l1+l2+l3. In this way a genuine constrained optimization problem is obtained and the number of feasible solutions is greatly reduced.
[image: image12.emf]
Figure 10: Optimization of transfer mechanism
Figure 10 shows constraint satisfaction process for the transfer mechanism from within the constraint modeller. Figure 10a shows the existing configuration and its respective velocities. Figure 10b shows the horizontal and vertical velocity profiles as the optimization process approaches a final design satisfying all the design constraints. Figure 10c shows the optimized configuration. The graph in Figure 11 plots the objective value (the cost of the design) against the number of iterations. The design cost rapidly reduces and converges to a mechanism that both satisfies the design constraints while minimizing the cost of manufacture. Iteration 10 is seen to have the lowest objective value but in fact this corresponds to an infeasible solution and so is rejected by the optimization routine. The subsequent iterations (11-15) represent feasible solutions with only minor changes in the design parameters that satisfy the constraints but yield no improvement in the objective function. The optimized kinematics of the design can be seen in Figure 12.
[image: image13.emf]
Figure 11: Graph showing the reduction in design cost as the algorithm converges to a feasible solution
[image: image14.emf] 
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Figure 12: Graph showing the convergence to a feasible solution satisfying the horizontal and vertical velocity constraints
5
CONCLUSIONS

Modelling of food material and the effects of processing it is a complicated issue since the governing equations are only partially understood and tend to be non-linear. With materials such as yoghurt, the properties vary with processing: prolonged shearing produces thinning. As well as modelling the food product itself during processing, regard should also be taken of the properties required to ensure that it meets consumer expectations. 
In addition to the stringent demands of the customer, there is always the financial incentive to design supporting packaging machinery that is reliable, fast and flexible enough in order to cope with a wide range of different products. There are thus a number of conflicting constraints that come in to play. 
The constraint-based approach has proved to be a useful tool to help identifying viable solutions for constrained design problems. This has been demonstrated in simple applications to the flow of fluids where the aim is to produce a given throughput without causing excessive damage. It has also proved successful in the generation of optimal transfer mechanisms for a conveyer packaging system 
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