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Abstract. We introduce equilibrium indeterminacy into a two-country incomplete
asset model with imperfect competition to analyze the role of self-fulfilling expec-
tations or beliefs in explaining international business cycles. We find that, when
self-fulfilling beliefs are correlated with technology shocks, the model can account for
the countercyclical behaviour observed for the terms of trade and real net exports while
simultaneously generating higher volatilities relative to output, as in the data. The
choice of the labour-supply elasticity is shown to be critical for generating a negative
correlation between the real exchange rate and relative consumption, thereby resolving
the Backus—Smith puzzle.

Résumé. Fluctuations endogénes et cycles économiques internationaux. Afin d'analyser
le role des anticipations ou croyances autoréalisatrices pour expliquer les cycles
économiques internationaux, nous introduisons une indétermination de I'équilibre dans
un modele d'actifs a deux pays avec concurrence imparfaite. Nous constatons que
lorsque les croyances autoréalisatrices sont liées a des chocs technologiques, le modele
peut tenir compte du comportement anticyclique observé pour les termes de |'échange
(terms of trade) et les exportations nettes réelles (real net exports) tout en générant
de plus grandes volatilités par rapport a la production, conformément aux données.
L'élasticité de |'offre de main-d'oeuvre s'avere étre un choix essentiel pour générer une
corrélation négative entre le taux de change réel et la consommation relative, ce qui
permet de résoudre I'énigme de Backus-Smith.
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1. Introduction

S INCE THE PIONEERING work of Benhabib and Farmer (1994), there now

exists a large literature exploring the role of equilibrium indeterminacy
and self-fulfilling beliefs in explaining business cycle fluctuations.! While
the endogenous business cycle approach has been successful in explaining
a number of features of closed-economy business cycles, the importance
of endogenous sunspot fluctuations in understanding international busi-
ness cycles remains largely unexplored quantitatively. Previous studies
have restricted their attention to explaining one specific feature of the
open-economy data, namely the cross-country correlation between consump-
tion and output.? Instead, this paper takes a broader look at international
business cycle fluctuations. We show that the indeterminacy model does not
suffer from volatility anomalies and counterfactual output correlations for
international relative prices and quantities. However, in order to generate
a negative correlation between relative consumption and the real exchange
rate, the model requires that the inverse labour-supply elasticity be set close
to zero.

The model economy we consider is a two-country, two-good, incomplete-
asset market economy with imperfect competition. Similar to the
closed-economy studies of Farmer and Guo (1994) and Schmitt-Grohé (1997),
among others, we assume increasing returns to scale technology. As a result,
indeterminacy is generated via an upward-sloping aggregate labour-demand
schedule, which is a common feature of many indeterminacy models.?
Under indeterminacy, the forecast errors can be redefined as a fundamental
disturbance, namely the belief shocks or sunspot shocks.? We consider two

1 See, e.g., Farmer and Guo (1994), Schmitt-Grohé (1997, 2000), Benhabib and
Wen (2004), Jaimovich (2007), Guo and Harrison (2010), Benhabib and
Wang (2013), Dufourt et al. (2015), Pintus et al. (2016), Pavlov and
Weder (2017).

2 See Guo and Sturzenegger (1998) and Xiao (2004).

3 The upward-sloping aggregate labour-demand schedule is common to many
indeterminacy models because it arises under a wide set of modelling
assumptions. Models with increasing returns to scale (e.g., Benhabib and
Wen 2004), models with positive externalities in production (e.g., Benhabib
and Farmer 1994) and models with firm entry under monopoly power (e.g.,
Jaimovich 2007, Pavlov and Weder 2017) all feature an upward-sloping
aggregate labour-demand schedule.

4 A recent literature has considered the effects of changes in agent beliefs on
economic fluctuations. Huo and Takayama (2015) and Angeletos et al. (2018)
model beliefs as shocks to higher-order expectations consistent with
equilibrium uniqueness. This paper takes a different approach by modelling
beliefs as in the indeterminacy literature initiated by Benhabib and
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alternative assumptions. First, we assume that the forecast errors to the
terms of trade are the only source of business cycle fluctuations (autonomous
beliefs). Second, we assume that the forecast errors to the terms of trade are
correlated with fundamental shocks (correlated beliefs).?

Our main findings are summarized as follows. We first show that interna-
tional business cycle fluctuations driven solely by autonomous beliefs cannot
replicate the major features of the data. This finding is in stark contrast
to Guo and Sturzenegger (1998) and Xiao (2004), who find that self-fulfilling
expectations can help explain the positive cross-country correlations observed
for consumption and output. However, both Guo and Sturzenegger (1998) and
Xiao (2004) introduce indeterminacy into a two-country, one-good model,
while we generate indeterminacy in a two-good framework in order to look at
a wider set of puzzles related to international relative prices and quantities.

In one-good indeterminacy models, self-fulfilling expectations stimulate
world demand and generate positive cross-country correlations for consump-
tion and output, as in the data. However, in our two-good model, revisions
to the terms of trade forecasts are the source of endogenous fluctuations.’
We show that a belief-induced depreciation of the terms of trade shifts the
upward-sloping aggregate labour-demand schedules in each country in oppo-
site directions, raising domestic output and consumption at the expense of
foreign output and consumption. Consequently, in two-good indeterminacy
models, autonomous beliefs cannot on their own explain the data because,
by causing a reallocation of output, they generate counterfactually negative
cross-country correlations.

We next show that a number of the empirical puzzles can be resolved by
allowing the forecast errors to be correlated with technology shocks. Now, the
indeterminacy model can generate countercyclical behaviour for the terms of
trade and real net exports, while at the same time, increasing significantly the
volatility of international relative prices and cross-country trade flows. This
improvement in volatility over the business cycle is not at the cost of reduced
volatility of the other aggregate variables, whose standard deviations relative
to output are also increased.

The improved performance of the model is due to the transmission mech-
anism of technology shocks, which is fundamentally altered under indetermi-
nacy. In our model, technology shocks induce a change in beliefs by causing
agents in both countries to revise their expectations of the terms of trade.

Farmer (1994), where belief shocks are the mechanism for selecting an
equilibrium path.

5 In what follows, we use the terms forecast errors, expectational errors,
sunspots, self-fulfilling expectations and beliefs interchangeably.

6 There is sizeable evidence to suggest that terms of trade shocks are an
important source of business cycle fluctuations (see, e.g., Mendoza 1995).
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To explain the transmission mechanism, we show how to construct combined
impulse responses that take into account the correlation of beliefs with fun-
damentals. We find that a very specific transmission of technology shocks, in
which there is a negative response of employment to a positive technology
shock and a delayed effect on output, best explains the data.” In particu-
lar, a positive domestic technology shock causes a belief-induced depreciation
(increase) of the terms of trade and the delayed expansion generates the
desired negative correlation between the terms of trade and output. Moreover,
real net exports are countercyclical, as in the data.® Finally, the depreciation
of the terms of trade is sufficiently large relative to output that the model
is able to generate volatile international relative prices. Overall, the positive
correlation between self-fulfilling beliefs and productivity shocks can explain
multiple features of international business cycles.

Our approach is similar to Schmitt-Grohé (2000) and Benhabib and
Wang (2013) in that we select the properties of the forecast error and
fundamental shocks that best match the key moments of the data, but
we focus specifically on international fluctuations. In this way, we give the
indeterminacy model the best chance at matching the international business
cycle facts. However, two major discrepancies with the data remain. First, an
international co-movement puzzle arises, whereby the model counterfactually
predicts a negative cross-country investment correlation. This happens
because cross-country differences in the marginal productivity of capital
induce investment flows to the most productive economy. Second, the model
fails to resolve the so-called consumption—real exchange rate anomaly, or
Backus—Smith (1993) puzzle. The model predicts a positive correlation
between the real exchange rate and relative consumption, whereas in the
data, this correlation is negative. This happens because a belief-induced
depreciation of the terms of trade generates a relatively stronger reduction
in employment abroad than in the domestic economy. This increases the
ratio of consumption across the two countries, thereby counterfactually
implying a positive correlation between international relative prices and
relative consumption. We show that this transmission mechanism is at the
heart of all indeterminacy models that have an upward-sloping aggregate
labour-demand schedule. Consequently, the results identified in this paper
will hold for a wide class of indeterminacy frameworks. We identify two ways
to resolve the Backus—Smith puzzle. The first way requires a strong negative

7 This temporary contractionary transmission mechanism is not without
empirical support. See, e.g., Gali (1999), Basu et al. (2006), Canova
et al. (2010), Wang and Wen (2011), Giuli and Tancioni (2017).

8 As shown in the online technical appendix, the model also successfully predicts
an S-curve cross-correlation relationship between the trade balance and the
terms of trade.
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cross-country correlation for technology shocks.? Alternatively, we find that,
under indivisible labour, the model can also give rise to a negative correlation
between the real exchange rate and relative consumption.

In addition to the studies of Guo and Sturzenegger (1998) and Xiao (2004),
the current paper builds upon several contributions within the indeterminacy
literature. Recent studies have been successful in quantitatively explain-
ing closed-economy business cycles using indeterminacy. For example,
Jaimovich (2007) and Pavlov and Weder (2017) using one-sector models and
Guo and Harrison (2010) and Dufourt et al. (2015) using two-sector models,
can broadly reproduce several key features of US business cycles. This
paper contributes to this literature by examining whether indeterminacy
can also successfully replicate some of the most well-known properties of
international business cycles. Similar to Pintus et al. (2016) and Pavlov
and Weder (2017), we solve the model under indeterminacy using the
Farmer—Khramov—Nicolo (2015) method.’® However, they estimate their
closed-economy model using Bayesian techniques, whereas we use the method
of moments approach to try and resolve some well-known empirical puzzles
in international business cycle theory.

Finally, this paper is related to a number of recent studies that have
also attempted to explain the international macro puzzles in directions
different from ours. Beaudry et al. (2011) consider the role of news shocks
and Levchenko and Pandalai-Nayar (2020) consider the role of sentiment
shocks in driving international business cycles. Wen (2007) examines the
role of demand shocks in explaining international co-movements, while
Dmitriev (2017) considers the role of time-nonseparable preferences. Heath-
cote and Perri (2013) show that taste shocks can successfully resolve the
Backus—Smith puzzle. Karabarbounis (2014) considers the role of home
production and labour wedges, whereas Raffo (2010) introduces an additional
source of technological variation by including investment-specific technology
shocks. This paper takes a different approach by examining how far inde-
terminacy and endogenous fluctuations can go in explaining international
business cycles.

The remainder of the paper is organized as follows. Section 2 outlines
the model economy. Section 3 discusses the calibration of the model and the
solution method employed. Sections 4 and 5 present the main results and

9 However, a negative cross-country correlation for technology shocks is not
supported by other studies. See, e.g., Backus et al. (1992) and Heathcote and
Perri (2004).

10 A popular alternative to the Farmer—Khramov—Nicolo solution technique is
the method of Lubik and Schorfheide (2003, 2004). As shown by Farmer
et al. (2015), these two solution methods are equivalent. See also Bianchi and
Nicolo (2021).
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section 6 discusses the transmission mechanism. Finally, section 7 briefly con-
cludes. The online technical appendix reports additional results and robust-
ness exercises.

2. Model

We develop a two-country extension of the imperfect competition model stud-
ied by Farmer and Guo (1994) and Schmitt-Grohé (1997) for the closed
economy. Following Wen (1998), we assume variable capacity utilization,
which significantly reduces the size of returns to scale needed to generate
indeterminacy. Within each country, there exists a representative agent, two
final-good producers and a continuum of intermediate-good producing firms.
Intermediate firms operate under monopolistic competition and use domes-
tic labour and capital as inputs to produce tradable goods. The competitive
final good producers use domestic and imported intermediate goods to pro-
duce non-tradable consumption or investment goods, which are subsequently
purchased by the domestic agent. However, final good producers are assumed
to have a bias for domestically produced intermediate goods. While the law
of one price is assumed to hold for all intermediate goods, with home bias,
the real exchange rate deviates from purchasing power parity. The following
presents the features of the model for the Home country on the understand-
ing that the Foreign case can be analogously derived. All Foreign country
variables are denoted by an asterisk.

2.1. Final goods producers

In each country, there are two final goods, consumption and investment, which
are produced with homogenous of degree one production functions using inter-
mediate goods as the only inputs. The Home consumption final good C} is
produced by a competitive firm that uses Cy+ and Cr; as inputs according
to the following CES aggregation technology index:

0
6—1 | 6—1

1 01 1
Ci=1a"Cy’, +(1—a)?Cr} , (1)

where the constant elasticity of substitution between aggregate Home and
Foreign intermediate goods is # > 0 and the relative shares of domestic and
imported intermediate inputs used in production are controlled by the param-
eter a, 0 < a < 1. The Home investment final good I; is produced according
to the following CES aggregation technology index:

L _
p—1 p=1] p-1

L= b7 I, +(1—b)7 1y, , (2)

D=

where p > 0 and 0 < b < 1. The inputs Cg ¢, Cpy, Ig,: and Ip, are defined
as the quantity indices of domestic and imported intermediate goods, respec-
tively:
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1 ==t 1 . T
Cupi= [/ Ct(j)“dj} , Crp= [/ a(j*)°F dj*] :
0 0

1 K—1 ﬁ 1 K—1 ﬁ
Iy = {/ it(j)"dj} , Ipe= {/ i (5°) " dj*] ;
0 0

where the elasticity of substitution across domestic (imported) intermediate
goodsis k > 1and ¢(5),9:(4), ce(5%), i¢(j*) are the respective quantities of the
domestic and imported type j and j* intermediate goods. Intermediate firms
sell their products to both consumption and investment final-good producers,
where it is assumed that the law of one price holds. Cost minimization in
final good production yields the demand conditions for Home and Foreign

goods:
P\ Pr\ 0
CH,tza( H) e, cF,t=<1—a>( F’t) c, (3)

Pt Pt

Ph\ " PE\ "
I =bl —+~ I Ip;=(1-0b - I 4
H,t <PtI ) ty F.t ( ) PtI ty ( )

and the corresponding aggregate price indices are given by

J
-0

P = [aPif + (1 - a)Pi" |, (5)

Pl = [b(PL)'=" + (1 - b)(PL,)—"] ™7, (6)

where P; is the consumer price index, P/ is the price of investment goods and
Pr 4, P}IL,57 Pry, Pﬁt are the respective price indices of Home and Foreign
intermediate goods.

2.2. Intermediate goods producers

All intermediate firms have access to the same technology. A Home firm of
type j has a production technology given by

Yi(4) = Zelue () Ke ()" Le(4)" — ¢, § € 10,1], (7)

where K;(j) and L¢(j) represent the capital and labour usage of firm j, respec-
tively, Z; is the exogenous level of technology or productivity and the input
share is a+ v > 1. Following Greenwood et al. (1988), the rate of capac-
ity utilization u; € (0,1) is endogenously determined. Similar to Mandelman
et al. (2011), it is assumed that the depreciation rate of capital d; is higher if
it is used more intensively:

5.(7) =6+ gutw, (8)
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where > 1 is the elasticity of the depreciation rate with respect to the
utilization rate and h >0 and & are free parameters.'! A fixed cost of
production ¢ > 0 is also included in the production technology, equation (7).
Therefore, regardless of how much output Y; is produced, a proportion ¢ of
the intermediate good is used up in each period. As in Schmitt-Grohé (1997),
allowing for a fixed production cost enables the model to generate zero
profits without imposing any restrictions on the size of the steady-state
markup.'? Given competitive prices of labour and capital, cost-minimization
yields

Wy = “YmCt(j)Zt[Ut(j)Kt(j)}aLt(j)vflv (9)
rre+ 00(5) = amen(§) Zouy (5) K () Lo ()7, (10)
hug(§)* = ame,(§) Zeuy(5) K () Lo (5)7, (11)

where mc; is real marginal cost, wy is the real wage and rry 4 d;(j) is the user
cost of capital of firm j.
Given that the total demand for firm j’s output can be expressed as

NSO . pe)\ .
Yi(j) = ( tO)) (Cri+ Chyl + tgj) [Tre+ Iy
P PH,t
it follows from the firm’s profit maximization problem that the optimal

price-setting rule is
pe(§) = xmee(5) P, (12)

where x = k/(k — 1) is the markup.

2.3. Representative agent

The representative agent has an expected utility function of the form
EoZﬁt (Ci, L),

where C; and L; = fo Li(j)dj are consumption and aggregate work effort,
respectively, and the discount factor is 0 < g < 1. Following Greenwood

11 We thank one of the anonymous referees for recommending this specification
for variable capacity utilization, which has a stronger effect on the aggregate
labour demand.

12 As discussed by Rotemberg and Woodford (1996), Schmitt-Grohé (1997) and
Jaimovich (2007), positive profits are not observed in the US economy despite
the presence of market power.
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et al. (1988), we assume that the period utility function is given by

l1-0o
U(Ct,Lt) = i [(Ct 1:% L1+l/> — 1] s

where ¢ > 0 is the utility curvature parameter, v > 0 is the inverse of the
Frisch elasticity of labour supply and ¥ > 0.

The representative agent during period ¢ supplies labour and capital to
intermediate-good producing firms, receiving real income from wages w;, a
rental return on capital rr; and nominal profits from the ownership of domes-
tic intermediate firms IT;. The agent then uses these resources to purchase the
two final goods, dividing purchases between consumption C; and investment
I;. The purchase of an investment good forms next period’s capital according
to the law of motion:

Ky =(1—-6)K + I, (13)

where K, = [ K(j)dj and &, = [, 6:(j) K. (j)dj/ [, K+(j)dj

The asset market structure is assumed to be incomplete. The Foreign
agent is able to trade two non-state contingent bonds By, , and By, ,, whereas
the Home agent can purchase only domestic bonds BHt 13- All bonds are
denominated in units of the domestic aggregate consumption index. For the
Foreign agent, there is a transaction cost ¥ of adjusting the internationally
traded bond Bj; ;, where it is assumed that U is a positive and differentiable
function.!* This transaction cost, which is paid to financial firms, captures
the costs of adjusting bond holdings and is sufficient to ensure that bond
holdings are stationary.'® Consequently, the period budget constraints of the
Home and Foreign agent can be expressed in real terms as

By

Tt

P/ ' [
FCt < Bt [ L+ [ v BGIKG)
t 0 0

+AIMﬁ@+&,u®

13 Similar to Benigno and Thoenissen (2008), asymmetry in the asset market
structure is made for simplicity. Allowing the Home agent to purchase Foreign
bonds introduces an additional optimality condition with no change in the
results.

14 Following Benigno (2009), we assume that ¥ = 1 when bond holdings are at
their steady-state level and W is positive, differentiable and strictly decreasing
in a neighbourhood of the steady state.

15 For a discussion of the stationary problem of incomplete market, open-economy
models, see Schmitt-Grohé and Uribe (2003) and Ghironi (2006).
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By B; 1 Pyl By
I:,t . Loy t* I < Hi-1
Ty Qrrt \I'(BH¢) P; Q1

T / Wi L ()i + / (11 + 67 (7)) K (57)dg™ + R}, (15)

1
C B+ / I (5%)dj*
0

where R; and R} denote rebates from financial firms, 7, and r; are the Home
and Foreign (gross) real interest rates and @y is the CPI-based real exchange
rate.

The Home agent’s maximization problem yields

LlJrV -0
Uc(Cy, Ly) = (Ct - w1+t1/) = A, (16)
UL(CtaLt)
_ Y LY = 1
Uu(Cr Ly~ VHE =00 a7
Pl P!
A= = BB At [77eg1 + 0rpn + (1= 8pqn) 1| 3 (18)
P, Py

Atp1 |
57“tEt{ N }— 1, (19)

where \; is the Lagrange multiplier on the agent’s budget constraint,
equation (14). Analogous conditions to equations (16) to (19) apply for
the Foreign agent, where the following interest-rate parity condition can be

derived:
ﬁ _ Et {U ( t+17L:+1)}
7’;‘ Et {UC* (Ct+1’ Lt+1) v (B* ) Qt+1 }

Optimizing behaviour implies that the budget constraints, equations (14)
and (15), hold with equality in each period and the appropriate transversality
conditions are satisfied.

(20)

2.4. Market clearing and equilibrium

We now focus on a symmetric equilibrium where all firms in Home and Foreign
set the same price in each period ¢, rent the same amount of capital and
employ the same amount of labour. Consequently, p,(j) = Py = PII{ , and
the index j can be dropped from all variables. Market clearing in the Home
goods market requires

Vi =Cry+Chy+Iuye + Ifpy, (21)

and assuming that the Foreign non-state contingent bond is in zero net supply,
bond market clearing requires

By +Bj, =0, Bf,=0. (22)
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The aggregate resource constraint is given by'6

P! B Py
C  § ~ = By ’
t + P, t + " Hit-1+1 2

Y, (23)
where

1 bra—wnrr|T L
i = [ ! } —— and Pr = [a +(1- a)Ttlfe] ot (24)
Pt [a + (1 o CL)Ttl_g} -0 Pt

follow from the aggregate price indices (5) and (6). The terms of trade T} can
be expressed as

9-117-1
7, = Pre _ la+(1—a)T)7 "] 0, (25)

= PHﬂf [(], + (1 _ G)Ttlie} ﬁ

In what follows, we call an increase (decrease) in the terms of trade, or the
real exchange rate, a depreciation (appreciation). Finally, we measure real
net exports as the difference between exports and imports, divided by total

output (all evaluated at steady state prices):'”

et L — T(Crt+ Irt)
CHyt + Cl*i,t + IH,t + I;I.,t

RNX, = (26)

2.4.1. Equilibrium

An equilibrium for the world economy consists of a set of real prices ry, 7},
wy, W, Ty, TTF, Oy OF, mey, mey, Ay, Af; a set of relative prices Py /P,
Pr, /P, Pl Py, PEPF, Qy, Ty; a collection of allocations for the Home and
Foreign agent Cy, Cf, Iy, If, Ly, Ly, Ky, K}, u, uy, Buy, By, Bjy; and
a collection of allocations for Home and Foreign final and intermediate good
producers Yy, Y}", Cut, Crt, Ckyy Chyy Lue, Irg, Iy, Iy RN X satistying:
(i) the optimality conditions of each agent, (ii) the optimality conditions of
final and intermediate good producing firms, (iii) market clearing and (iv)
the aggregate resource constraints of both countries.

3. Numerical solution and calibration

3.1. The solution method under indeterminacy

To solve the indeterminacy model, we log-linearize the equilibrium con-
ditions around a symmetric, deterministic steady state, where bond

16 By Walras’ Law, the aggregate resource constraint of the Foreign country is
redundant.

17 Thus, our measure of net exports is unaffected by fluctuations in relative prices.
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holdings are zero and the steady-state terms of trade is equal to 1.1% Let
A, A K ~ A A Ak A~ A Ak A~ A~k

8 = [Kt+1aKt+1aBH,t;TtaCtaCtaEtTt+1;EtCt+1aEtCt+17Ztazt:| denote

the vector of endogenous variables expressed in terms of percentage devi-

ations from their steady state values.'® The linearized system can be
written as

F()St = I‘l St—1 + ‘I’Et + H’I’]t, (27)

where T9,T';, ¥ and II are matrices of structural parameters, ; = [g;, &}’
is the wvector of fundamental or exogenous technology shocks and
n, = ol nf *]/ is the vector of non-fundamental or endogenous
shocks, which collects the one-step ahead forecast errors for the expectational
variables of the system. The log of technology in both countries is assumed
to follow an AR(1) process with zero mean. We assume that E;_1(e;) =0
and E;_1(n,) =0.

If marginal costs are assumed to be decreasing in output (i.e., a +~v > 1),
then the system (27) may not have a unique solution. With our chosen value of
increasing returns to scale (see section 3.2), the number of non-predetermined
variables exceeds the number of unstable roots by one, and thus we have one
degree of indeterminacy.

The model is solved using the Farmer—Khramov—Nicold (2015) solution
method whereby we redefine one expectational error 7y, of vector i, as a new
fundamental disturbance.?’ In this way, the number of non-predetermined
variables is decreased by one. This transformation enables us to treat the
indeterminacy model as determinate, and we use the popular algorithm of
Uhlig (1999) to solve the model. Importantly, Farmer et al. (2015) show that
the choice of which expectational error to redefine as a new fundamental shock
is irrelevant.?! Consequently, we choose the forecast error of the terms of trade
as the new fundamental, ns; = nl = T, — Et_lft, and show in the online
technical appendix that our results are robust to the choice of expectational

18 In the steady state, the degree of increasing returns to scale can be expressed
as the ratio between average and marginal costs, which is equal to the markup,
ie., (a+7)(Y + ¢)/Y = x. Consequently, for a steady state to exist, the
steady-state markup cannot be lower than the degree of diminishing marginal
cost, i.e, x=k/(k—1) > a+7.

19 For bond holdings B H,t, we take the linear deviation relative to steady-state
Home consumption.

20 Pintus et al. (2016) and Pavlov and Weder (2017) adopt a similar solution
method.

21 As demonstrated by theorem 1 of Farmer et al. (2015, p. 21), the same solution
can be obtained under alternative specifications of the forecast error 7]{ , given
a relatively mild regularity condition, which rules out linear dependence in the
expectational errors.
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error.?> We refer to the forecast error nf as a self-fulfilling expectation or
belief.

An equilibrium is characterized by 6* € @, where © is a parameter space
that includes the parameters of the structural equations, the variance covari-
ance matrix of the original fundamental shocks and the variance and covari-
ances of the new fundamental shock with the original set of fundamentals:

@E{F07F1a‘y7986’wn5703}’ (28)

where Q.. =E(eie}), wpe = [E(enf), E(ejn!)] =E(nfe}) and o

E [(n?)ﬂ . By specifying a new fundamental shock together with w,. and o2

777
we select a unique rational expectations equilibrium. The covariance of 1]
with &; represents the response of beliefs to the original set of fundamentals,
which amplify or attenuate the effects of technological shocks in the economy
(Dufourt et al. 2015).

Farmer et al. (2015) demonstrate that this representation of equilibrium
under indeterminacy can be alternatively characterized in terms of a linear
forecasting rule that expresses the forecast errors as a function of funda-
mentals and sunspot shocks. This alternative solution methodology has been
proposed in the seminal contributions of Lubik and Schorfheide (2003, 2004).
As shown by Farmer et al. (2015), the two representations of equilibrium
indeterminacy are entirely equivalent because, for each indeterminate equi-
librium 6* € @, there exists a unique linear forecasting rule that implements
equilibrium 6*, and vice versa.

The equivalence between the two solution methods enables us to compute
the parameters of a linear forecasting rule a la Lubik and Schorfheide in order
to illustrate the relationship between fundamental and sunspot disturbances.
For our purposes, we specify the linear forecasting rule as follows:

n =[P, Bl €0+ G =Ber+ G (29)

where the residual (; can be interpreted as a “pure” sunspot shock uncorre-
lated with fundamentals: E ((;) = 0, E(¢?) = 02 >0 and E((e¢) = 0.

To aid our understanding of the indeterminacy model, we consider two
alternative assumptions: (i) autonomous beliefs: shocks to the forecast error of
the terms of trade n! are the only source of business cycle fluctuations (Q.. =
0 and w,. = 0) and (ii) correlated beliefs: the forecast error nf is correlated
with fundamentals, thus both €2.. and w,. are not restricted to be zero.?? In
this case, we can use the equivalence between the Farmer—Khramov—Nicolo

22 Table A.1 of the online technical appendix summarizes the simulation results
when the forecast error of Home consumption is selected as the new
fundamental: 1y = Cy — E¢—1C%.

23 In the indeterminacy literature (e.g., Dufourt et al. 2015), the forecast error is
commonly assumed to be perfectly correlated with fundamentals by setting
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and the Lubik and Schorfheide solution methods to recover 8 and ag pertain-
ing to equation (29).2* Multiplying equation (29) by €} and taking expecta-
tions yields

B=E(ne;) Elee)) ' =w, Q. (30)

To compute the variance of the pure sunspot shock, first note
!/
o =E(G¢) =E([nf —B-e] o —B-&]').
and because E (n{'e}) = BE (e€}), it follows that

ol =E [(ntT)Q} — BE (e} ) = 02 — Buw).. (31)

Next, we describe how we calibrate the structural parameters of matri-
ces Ty, T'y, and ¥ in section 3.2. Because the alternative assumptions of
autonomous and correlated beliefs imply different strategies for the calibra-
tion of the stochastic processes, we discuss the calibration of 0,2,, Q.. and w,.
separately in sections 4 and 5.

3.2. Parameterization

The baseline parameter values used to compute the indeterminate equilibrium
are summarized in table 1. The US is assumed to be the Home country and the
rest of the world represents the Foreign country. The time interval is assumed
to be a quarter. As is standard in the literature, we set the discount factor
B = 0.99, which implies an annualized steady-state real interest rate of 4%. In
the international real business cycle (IRBC) literature, the utility curvature
parameter typically chosen lies between 1 < ¢ < 2. Following Stockman and
Tesar (1995), among others, we set ¢ = 2. The labour share in production is
set equal to 0.7 and the preference parameter v is set so that in the steady
state the agent in each country allocates one third of their time to market
activities.

In line with Benigno and Thoenissen (2008), we set the bond adjustment
cost w=0.001 and the steady-state terms of trade equal to 1. We set
a =b=0.88, which implies a steady-state imports to GDP ratio of 0.12,

o¢ = 0 in equation (29). Doing so would introduce an additional restriction.
We choose to leave o¢ unrestricted so as not to lose any degree of freedom in
our calibration strategy.

24 Notice that under a linear forecasting rule the equilibrium is characterized by
an alternative parameter space ® whereby 8 and U'g replace w,. and 03 in
equation (28):

6 ={I,T1,¥,Q.,8,0¢}

Alternatively, a researcher may want to consider a linear transformation of
equation (29) and adjust the parameter space accordingly.
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TABLE 1

Baseline parameter values

B 0.99 Discount factor

5 0.023 Steady-state depreciation rate of capital

w 1 Steady-state capacity utilization rate

I 1.1 Elasticity of the depreciation rate with respect to the utilization rate
L 1/3 Steady-state hours worked

v 0.33 Inverse elasticity of labour supply

o 2 Utility curvature parameter

a 0.88 Home bias in consumption goods

b 0.88 Home bias in investment goods

0 0.62 Elasticity of substitution between home & foreign consumption goods
P 0.62 Elasticity of substitution between home & foreign investment goods
w 0.001 Bond adjustment cost

T 1 Steady-state terms of trade

SL 0.7 Labour share in production

X 1.33 Steady-state markup

« 0.40 Elasticity of output with respect to capital

ol 0.93 Elasticity of output with respect to labour

consistent with the US economy. In terms of the trade price elasticities
6 and p, recent estimates by Boehm et al. (2019) suggest a value for
the elasticity of substitution in the range 0.42 <6 < 0.62. We initially
set 8 = p =0.62 at the upper range of these estimates, as in Mandelman
et al. (2011), and check the robustness of the numerical results for variations in
0 and p.

Using National Income and Product Accounts (NIPA) data from the US
Bureau of Economic Analysis (BEA) for the investment—output ratio (1/Y)
and Penn World Table (PWT) version 9.1 data for the capital—output ratio
(K/Y), the steady-state depreciation rate is calibrated to match the average
0= (I/Y)/(K/Y) = 0.023 for the period 1973-2007, implying an annual rate
of capital depreciation of 9%. In terms of the capacity utilization parameters,
the parameters h and & are used to calibrate the steady-state capacity uti-
lization rate w and the elasticity of the depreciation rate with respect to the
utilization rate p. Following Baxter and Farr (2005), we initially set p = 1.1,
and similar to Mandelman et al. (2011), we normalize ©w = 1.

Indeterminacy arises in our model provided that the aggregate
labour-demand schedule is upward sloping and steeper than the aggre-
gate labour-supply schedule (see figure 1). The slope of the aggregate
labour-demand schedule is determined by the degree of returns to scale
a + v, while the inverse elasticity of labour supply v determines the slope
of the aggregate labour-supply schedule. We follow Dufourt et al. (2015)
in setting o+~ = 1.33, consistent with the point estimate of Basu and
Fernald (1997) for the US manufacturing industry. Given the degree of
returns to scale, the value of the Frisch elasticity of labour supply (1/v) can-
not be too low so as to avoid the aggregate labour-supply schedule becoming
steeper than the aggregate labour demand. Consequently, to help generate
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FIGURE 1 The transmission of a pure sunspot shock in the two-country model

indeterminacy for empirically plausible values for the degree of returns to
scale, a common assumption in the literature is to assume indivisible labour
by setting v = 0. Instead, we follow Dufourt et al. (2015) and set v = 1/3,
which implies a Frisch elasticity of 3. While a Frisch elasticity of 3 is on
the high side of empirical estimates, it is consistent with the estimates of
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Peterman (2016) for the US and is the value recommended by Rogerson and
Wallenius (2009).2°

Finally, because intermediate firms use only capital and labour in the pro-
duction process, equation (7), this implies that the markup is value added.
As discussed by Jaimovich (2007), value-added markups for the US are esti-
mated to lie between 1.2 to 1.4. For simplicity, we follow Hornstein (1993)
and equate the steady-state markup x with the degree of returns to scale,
thus x = a+ v =1.33.

4. Autonomous beliefs

4.1. The international business cycle facts

The estimated moments for the data, given in column 2 of table 2, are for
the period 1973:1 to 2007:4 and are taken from Gao et al. (2014), except
for the moments for real net exports and the first-order autocorrelations,
which we compute using data from the Quarterly National Accounts of the
OECD.?5

To understand the role of self-fulfilling beliefs, column 3 of table 2 reports
simulation results for the determinacy version of the model, where marginal
costs are assumed to be constant (i.e., « +v = 1), expectational shocks do
not exist and technology shocks are assumed to follow an AR(1) process with
zero mean.?” The autocorrelation parameters of Home and Foreign technology
shocks are set equal to 0.96. The standard deviations and cross-correlation
of Home and Foreign technology shocks are calibrated so as to match the
standard deviation of US output and the cross-correlation of US and Foreign
output.

To evaluate the ability of the indeterminacy model to explain interna-
tional fluctuations, we compare its predictions with respect to a number of
well-known stylized facts. In the data, the terms of trade and the real exchange
rate are more volatile than output, whereas real net exports are significantly
less volatile than output (wvolatility anomalies). Both the terms of trade and
real net exports are countercyclical over the cycle (output-correlation puz-
zles). The data suggest that the cross-country correlation of output is greater

25 For lower values of 1/v, indeterminacy would require a larger degree of
increasing returns to scale, which lie outside the upper range of empirical
estimates.

26 All series are logged, except real net exports, and Hodrick—Prescott (HP)
filtered with a smoothing parameter of 1600. We adopt the HP filter to ensure
comparability of our results with the existing literature. The statistics in Gao
et al. (2014) are computed where the US is taken as the Home country, and the
Foreign country is the aggregate of Canada, Japan and 19 European countries.

27 The parameter values used in the simulations are the same as in table 1 of
section 3.2 with the exception that a +v = 1.
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TABLE 2
Main results: Second moments of alternative model versions

Indeterminacy

Autonomous Correlated

Data Determinacy beliefs beliefs
Standard deviations
Consumption 0.62 0.61 0.63 0.74
Investment 2.92 2.70 3.52 3.53
Employment 0.68 0.55 0.71 0.81
Terms of trade 1.77 0.51 0.49 1.46
Real exchange rate 2.38 0.39 0.37 1.11
Real net exports 0.38%* 0.09 0.35 0.73
First-order autocorrelations
Output 0.87* 0.71 0.73 0.76
Real exchange rate 0.82% 0.73 0.74 0.72
Real net exports 0.85* 0.73 0.73 0.74
Correlations with output
Consumption 0.82 0.99 1.00 0.98
Investment 0.94 0.98 1.00 0.65
Employment 0.85 1.00 1.00 0.99
Terms of trade —0.16 0.45 0.99 —0.35
Real net exports —0.47* —0.44 —1.00 -0.10
Cross-country correlations
Output 0.58 0.58 —1.00 0.30
Consumption 0.43 0.77 —1.00 0.43
Investment 0.41 0.20 —1.00 —0.58
Employment 0.45 0.69 —1.00 0.39
Correlation with the terms of trade
Real net exports 0.47* —0.86 —0.99 —0.33
Correlation with the real exchange rate
Relative consumption —0.17 0.97 0.99 0.61
Shock processes
Standard deviation of et (o¢) 0.20 - 0.25
Standard deviation of €} (o) 0.20 - 0.20
Standard deviation (o) - 0.55 1.68
Cross-correlation pg o= 0.14 - 0.001
Cross-correlation py) ¢ — — 0.98
Cross-correlation py o= - - —0.03

NOTES: The estimated sample moments for the data are taken from Gao et al. (2014),
except for values denoted by *, which are from the authors’ own calculations. With the
exception of real net exports, all standard deviations are relative to the standard deviation
of US GDP (1.49).

than the cross-country correlation of consumption (the cross-country corre-
lation anomaly). Finally, in the data the correlation between consumption
and the real exchange rate is negative (the Backus—Smith puzzle). All these
stylized facts have posed a challenge to international macro, models (see,
e.g., Thoenissen 2010). By comparison of columns 2 and 3 of table 2, the
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determinacy version of the model fails to generate any of these key features
of the data except a negative output correlation for real net exports (—0.44).%%

4.2. Results

Column 4 of table 2 reports the results under autonomous beliefs. Here, the
forecast error is assumed to be the only source of business cycle fluctua-
tions, and the standard deviations and correlations with technology shocks
are set equal to zero: Q.. =0 and w,. = 0. Because we choose 1y, = ntT,
under autonomous beliefs, equation (29) is simply

Tt - Et—ITt = Cfn

In this scenario, we treat the standard deviation o¢ as a free parameter
and calibrate it so as to match the standard deviation of US output in all our
experiments.?’

By comparing columns 2 and 4 of table 2, one observes that the model is
able to generate significantly more volatility for real net exports (0.35) nearly
matching the data (0.38). However, the model cannot resolve any other major
empirical irregularity of the data in relation to international relative prices
or quantities. The terms of trade and the real exchange rate are less volatile
than output and the terms of trade and output are predicted to move in the
same direction leading to a counterfactual positive correlation. The model
generates cross-country correlations that are equal to —1, and the correlation
between the real exchange rate and relative consumption is positive and very
close to 1, such that the Backus—Smith puzzle arises. The model generates a
correlation between the terms of trade and real net exports of —0.99, implying
that a deterioration in the terms of trade counterfactually results in a real net
trade deficit. While the model can generate countercyclical real net exports,
the negative correlation generated between real net exports and output is —1,
which is much stronger than the data (—0.47).

An important element in understanding how self-fulfilling beliefs are trans-
mitted relates to the labour market. The log-linearized Home and Foreign
aggregate labour demands can be expressed as

on B e [ 25

o= [ e [GE ne [)4

28 If the capacity utilization rate is assumed to be constant, as is the case in
traditional IRBC models, the determinacy model generates a counterfactual
positive output correlation of 0.45 for real net exports.

29 For example, table 2 shows that, in the baseline parametrization, we set
o¢ = 0.55 in order to produce a standard deviation of output of 1.49.
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where in our parameterization 7 —a > 0 and 0 — 1> 0. With decreasing
marginal costs, the source of indeterminacy arlses from an upward-sloping
aggregate labour-demand schedule, which is steeper than the aggregate
labour-supply schedule. The labour market of each country is depicted in
figure 1. Under autonomous beliefs, the *demand and supply schedules shift
only after changes in T + because Zt Zt =0.

To understand the poor performance of the indeterminacy model under
autonomous beliefs, consider a positive revision to the terms of trade fore-
cast, which results in a depreciation (increase) of the terms of trade Tt.
The impulse response functions are depicted in figure 2 and the underly-
ing transmission mechanism is illustrated in figure 1. After a terms of trade
depreciation, the upward-sloping Home aggregate labour-demand schedule
shifts down (equation (32) and figure 1) increasing Home employment, which
raises Home output and consumption. Consequently, belief-induced fluctua-
tions counterfactually generate a positive correlation between the terms of
trade and output. As the demand for imports increases in the Home coun-
try as a result of higher consumption, real net exports decrease, implying a
counterfactual negative correlation between the terms of trade and real net
exports. For the Foreign country, the Foreign aggregate labour-demand sched-
ule (equation (33)) shifts up in figure 1, and as a result, Foreign employment
decreases, reducing Foreign output and consumption. This explains the per-
fect negative cross-country correlations generated under autonomous beliefs.
Furthermore, while the data suggest that relative consumption decreases
in response to a depreciation of international relative prices, self-fulfilling
expectations induce a counterfactual positive correlation between relative con-
sumption and the terms of trade. Overall, the indeterminacy model under
autonomous beliefs cannot replicate the observed behaviour for international
relative prices and quantities nor solve the Backus—Smith puzzle.

The above mechanism is in stark contrast to the two-country, one-good
indeterminacy models of Guo and Sturzenegger (1998) and Xiao (2004), where
self-fulfilling expectations result in positive cross-country correlations for con-
sumption and output. Because of the absence of international relative prices
in these models, belief-induced fluctuations stimulate consumption and out-
put in both counties. In our two-good indeterminacy model, self-fulfilling
beliefs are global extrinsic shocks that affect the terms of trade, inducing an
output reallocation between the two countries. Consequently, cross-country
correlations for consumption and output are negative.

The above analysis shows that the inability of the autonomous beliefs
model to replicate the stylized facts stems from the labour market. The trans-
mission of pure (uncorrelated) sunspot shocks is at odds with the data because
the upward-sloping Home and Foreign labour demands, which are steeper
than supply, move in opposite directions (figure 1). However, because an
upward-sloping aggregate labour demand is at the core of many indeterminacy
models, our results will extend to all two-good, open-economy indeterminacy
models with sunspot shocks as the only source of fluctuations.
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5. Correlated beliefs

The quantitative results from the previous section showed that self-fulfilling
beliefs alone cannot replicate the basic international business cycle facts.
However, when the forecast error of the terms of trade is correlated with
productivity shocks, the analysis differs significantly. Inspection of the aggre-
gate labour-demand equations (32) and (33) suggests that the indeterminacy
model should perform better under positively correlated shocks. In this case,
a Home technology shock Z, causes a revision of expectations (equation (29))
and therefore a belief-induced change in the terms of trade T',. Because both
a positive Z, and a positive T, affect the aggregate labour-demand sched-
ule (figure 1) in opposite directions, the response of domestic employment
and output will not be as strong as under autonomous beliefs. Indeed, both
domestic employment and output could actually fall provided the shocks to
Home technology and the expectational error are sufficiently positively cor-
related to generate an upward shift of the Home labour-demand schedule,
equation (32), and consequently, the correlation between the terms of trade
and output would become negative, as in the data. Furthermore, if a tem-
porary domestic contraction results in low Home imports, then the model
would also generate countercyclical real net exports. Finally, if the model can
induce a large enough adjustment in the terms of trade relative to output,
then the model could potentially generate sizeable volatility improvements for
international relative prices and quantities, helping to resolve the volatility
anomalies.

5.1. Shock processes

To test the above conjecture, we introduce technology shocks and leave the
covariances between the fundamental shocks and the forecast error 1] unre-
stricted, and therefore, the matrix €2.. and the vector w,. are not assumed
to be zero. As a result, we have six free parameters—the standard devia-
tions of the technology shocks and forecast error (o., oo+ and o,) and the
cross-correlations between the shocks (pz c+, pye and p, .+). The vector w,.
of the covariances between 7 and the technology shocks can be interpreted
as a coordination mechanism for revising expectations, which amplify (or
attenuate) the effects of technological shocks on the economy.

In line with the IRBC literature, we assume that the stochastic processes
for productivity are quite persistent and set the Home and Foreign autocor-
relation parameters equal to 0.96. Similar to in Schmitt-Grohé (2000) and
Benhabib and Wang (2013), the standard deviations and cross-correlations of
the stochastic processes are calibrated using a method of moments approach,
where we include all the moments that define the main stylized facts of
international business cycle fluctuations in the objective function. Thus, we
explicitly look for the shock properties that maximize the model’s ability to
match the data because we want to give the indeterminacy model the best
chance at matching the international business cycles facts. Specifically, we
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calibrate the volatility and cross-correlations of the shocks so as to minimize
the distance between selected model moments and data moments.>* Consis-
tent with the empirical evidence of Backus et al. (1992) and Heathcote and
Perri (2004), the cross-country correlation of technology shocks is restricted
to be non-negative. We check that the covariance matrix of the shocks that
minimizes the objective function is positive semi-definite.?!

The objective function is computed as the sum of the squared differences
between HP-filtered model moments and data moments, and we initially
set the weighting matrix equal to the identity matrix. The following eight
moments are included in the objective function: (i) the standard deviation of
output, (ii) the standard deviation of the terms of trade, (iii) the standard
deviation of net exports, (iv) the correlation of the terms of trade with output,
(v) the correlation of net exports with output, (vi) the cross-country output
correlation, (vii) the cross-country consumption correlation and (viii) the cor-
relation of the real exchange rate with relative consumption. Therefore, the
number of moment conditions exceeds the number of parameters to be esti-
mated by two. In all our estimations, we ensure that the standard deviation
of output is closely matched, adjusting the weighting matrix if necessary.

5.2. Results

For the parameter values given in table 1, the final column of table 2 summa-
rizes the simulation results when self-fulfilling expectations are correlated with
technology shocks. Under correlated beliefs, the quantitative performance of
the indeterminacy model improves significantly in terms of replicating the
data. Now, both the terms of trade and the real exchange rate are more
volatile than output, generating 83% of the observed standard deviation of the
terms of trade. The volatilities of international relative prices have increased
by a factor of over 2.8 relative to the determinacy baseline model and by a fac-
tor of 3 in comparison to autonomous beliefs.>?> Furthermore, the model can
also simultaneously generate sufficient volatility for real net exports. Remark-
ably, under correlated beliefs, the indeterminacy model results in a standard
deviation for real net exports over twice as large than under autonomous
beliefs and over 8 times larger than the determinacy baseline.

30 Model moments are computed using frequency domain techniques as described
in Uhlig (1999).

31 In a small number of cases, the estimated covariance matrix is not positive
semi-definite. In these cases, we replace the estimated covariance matrix with
its closest positive semi-definite matrix.

32 Under correlated beliefs, the model still generates less than half the volatility
for the real exchange rate relative to the data. This is not surprising because
the real exchange rate in our model is a linear transformation of the terms of
trade (due to the assumption of the law of one price and the absence of
non-traded goods). See Corsetti et al. (2008) for further discussion.
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In terms of output correlations, the indeterminacy model with correlated
beliefs correctly predicts that both real net exports and the terms of trade
are countercyclical. In stark contrast to autonomous beliefs, the perfect neg-
ative correlation between net exports and output no longer arises. However,
the counterfactual negative cross-country correlation of investment remains.
The indeterminacy model also fails to generate cross-country output corre-
lations higher than cross-country consumption correlations and the model
predicts a counterfactual negative correlation between the terms of trade and
real net exports.®> Another important discrepancy between the model and
the data relates to the correlation between the real exchange rate and rela-
tive consumption. Although the model generates a significantly lower positive
correlation between the real exchange rate and relative consumption than
under autonomous beliefs (0.61 vs. 0.99) and the determinacy baseline model
(0.61 vs. 0.97), this correlation remains counterfactual with the data where a
negative correlation is observed (—0.17).

In terms of the calibrated standard deviations and shock cross-correlations
given in the bottom panel of table 2, we find that, to best match the data
revisions to the terms of trade, forecasts must be positively correlated with
Home productivity shocks, the correlation of beliefs with Home productiv-
ity shocks should be close to one, and the standard deviation of beliefs are
relatively high.®® The high values of p, . and o, drive the coefficient 3; in
equation (29) above unity, and the relative low value of p,, .- drives the coeffi-
cient By near zero. In fact, the implied belief vector 8 = [6.54, —0.22], which
controls how expectations are affected by technology shocks, indicates that
domestic productivity shocks, amplified by self-fulfilling beliefs (revisions to
the terms of trade forecasts), have a much stronger effect on the business
cycle than Foreign productivity shocks.

6. Inspecting the mechanism

6.1. Indeterminacy and the propagation of technology shocks

With the notable exception of the Backus—Smith puzzle, our results show
that, when self-fulfilling beliefs are correlated with Home productivity shocks,
the indeterminacy model can solve several international relative price and
quantity puzzles. Because this correlation is key, conventional impulse

33 As shown in the technical appendix, the model is successful at predicting an
S-curve cross-correlation relationship between the trade balance and the terms
of trade.

34 Under the baseline calibration, we find that a 1% shock to the forecast error
has a relatively modest impact on the variables compared with technology
shocks. Consequently, the estimation procedure selects a relatively higher
standard deviation for the forecast error in order to match the selected
moments.
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responses cannot completely represent the transmission of productiv-
ity shocks. Thus, we now illustrate how to derive combined impulse
responses that are applicable when expectational errors are correlated with
fundamentals,

Letting ®_ denote the impulse response of variable X to an uncorrelated
Home technology shock and 5;2 denote the impulse response of variable X to
a shock to the terms of trade forecast ', then the combined impulse response
<I>§ to a positive productivity shock is given by?>?

X =" +Et(nt|st—1)<1> =3 + 5B, (34)

nr’

where (; is the first element of vector 8 given in equation (30). For simplic-
ity, we have abstracted from Foreign technology shocks.?¢ Figure 3 depicts
selected impulse response functions, which combine the effect of Home tech-
nology shocks with the revision of expectations.

When shocks to the terms of trade are positively correlated with
Home technology shocks, a positive Home technology shock results in
a belief-induced increase (depreciation) in the terms of trade 7. From
inspection of equation (32), the rise in Z, and T shift the Home aggregate
labour-demand schedule in opposite directions. The top-right panel of
ﬁgure 3 suggests that the increase in employment caused by an increase in
T, is more than offset by the fall in employment caused by the rise in Z,.
Consequently, the Home aggregate labour-demand schedule in figure 1 shifts
upwards, causing an overall fall in Home employment and thus Home output.
However, as shown in figure 3, the negative effect on these variables is small
and temporary.

Are the contractionary effects of technology shocks empirically plausible?
Since the seminal work of Gali (1999), there is now a large literature that
has investigated the labour market effects of technology shocks.?” Several
papers have found that positive technology shocks induce a temporary decline
in employment and hours (see, e.g., Gali 1999, Basu et al. 2006, Canova
et al. 2010, among others), which is at odds with standard RBC theory.*® On
the other hand, because of the upward-sloping aggregate labour demand as in
figure 1, indeterminacy models can more easily replicate the temporary con-
tractionary effect on employment in response to a positive technology shock.

The contractionary effect of technology shocks on output is more con-
troversial, but not without empirical support (Gali 1999, Basu et al. 2006,

35 5? and EZ(T are obtained using the Farmer—Khramov—Nicold (2015) solution
method under the assumption that all shocks are uncorrelated.

36 We ignore the cross-country correlation of Home and Foreign technology
shocks because, in our simulated results, p.,+ = 0.001.

37 For a recent summary of the literature, see Ramey (2016).

38 See, e.g., Lindé (2009) and Wang and Wen (2011).
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Canova et al. 2010, Wang and Wen 2011, Giuli and Tancioni 2017).3? A neg-
ative output transmission (i.e., a rise in Zt and Tt accompanied by a fall in
output) is crucial for the model to match the negative correlation between
output and the terms of trade.*® However, as shown by figure 3, the effect
on output is small and temporary, delaying the increase in output by a few
quarters.

The combined transmission of technology and beliefs is key for under-
standing the model generated second-order moments given in table 2. As
highlighted by figure 3, the change in the terms of trade is large relative
to domestic output. Therefore, international relative prices are now more
volatile than output, as in the data. This is in stark contrast to the model with
autonomous beliefs, which also predicts a perfect negative correlation between
real net exports and output. Recall that when the international business cycle
is driven only by sunspot shocks, domestic output and aggregate demand are
stimulated. Imports rise more than exports such that real net exports fall.
Under correlated beliefs, the correlation between real net exports and output
stays negative but its size is reduced.*!

The perfect negative cross-country correlations generated under
autonomous beliefs no longer arise with correlated beliefs. Under autonomous
beliefs, a belief-induced increase in 7', stimulates Home output. In the Foreign
country, the rise in T, causes the Foreign aggregate labour-demand curve in
figure 1 to shift up, and the resulting fall in Foreign employment, investment
and output generates counterfactual negative cross-country correlations.
However, when self-fulfilling expectations and Home technology shocks are
sufficiently positively correlated, the increase in Z, more than offsets the
belief-induced rise in 7. Now the aggregate labour-demand schedules in both
countries shift upwards, resulting in positive cross-country correlations for
employment and output. However, the cross-country investment correlation
remains negative as investment flows to the Home country and falls in the

39 Giuli and Tancioni (2017) find a small fall in output in the short-run after a
technology improvement. Gali (1999), Basu et al. (2006), Canova et al. (2010)
and Wang and Wen (2011) all find little to no effect on output of positive
technology shocks in the short-run. However, their estimated confidence
intervals imply that a unambiguous short-run reduction in output is possible.

40 Note that the contractionary effects of technology shocks in our model hinge
on the size and direction of the shift in the aggregate labour-demand schedule,
which depend on the estimated w,.. In all our robustness exercises, we find a
negative output transmission because the correlation between output and the
terms of trade is included in the objective function.

41 As shown in the online technical appendix, the sensitivity analysis finds that
the correlation between real net exports and output is sensitive to the choice of
trade price elasticities. The lower the trade elasticities chosen, the less
countercyclical the behaviour of real net exports.
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Foreign country. This is because the marginal productivity of capital is
relatively higher in the Home country (as a result of the relatively higher
Home employment and the increase in Zt)

While a negative investment cross-correlation also arises in standard IRBC
models, it can be reduced by introducing investment adjustment costs to curb
the movement of investment towards the country with higher marginal returns
to capital. Alternatively, Baxter and Farr (2005) show that low values of the
depreciation rate elasticity p also help to induce a positive co-movement for
investment.*? Both these strategies, however, are not effective in indetermi-
nacy models because, under high investment adjustment costs or a low pu,
indeterminacy cannot arise.*> The investment cross-country correlation can
be further improved under indivisible labour (as shown in table 3), although
it remains negative.

Another weakness of the correlated-beliefs model is its inability to resolve
the Backus—Smith puzzle. To understand this, we focus again on the trans-
mission of Home technology shocks, which have a more marked effect on
the revision to the terms of trade forecasts than Foreign technology shocks.**
Recall that a positive Home technology shock causes a belief-induced increase
(deterioration) in the terms of trade, and therefore an increase (depreciation)
in the real exchange rate. Consequently, in order to solve the Backus—Smith
puzzle, the response of Foreign consumption must be above the response of
Home consumption for relative consumption to fall, thereby generating a neg-
ative correlation with the real exchange rate. However, this cannot happen in
the baseline calibration. From figure 1, the upward shift of the Foreign aggre-
gate labour-demand schedule caused by the belief-induced increase in T, is
greater than that of the Home country because the rise in T, partially offsets
the upward shift of the Home aggregate labour-demand schedule as a result of
Z,. Because Foreign employment is relatively lower than Home employment,
the response of Foreign consumption is below Home consumption, generating
the counterfactual positive correlation between relative consumption and T,.

The failure of the model to generate a negative correlation between relative
consumption and the real exchange rate results in the model counterfac-
tually predicting a negative correlation between real net exports and the
terms of trade. Because the response of Foreign consumption is below Home

42 This is confirmed in table 2, where the determinacy version of the model
generates a positive investment cross-correlation with p = 1.1.

43 Table A.2 of the online technical appendix presents results for the maximum
level of investment adjustment costs that permit indeterminacy. Although the
cross-country investment correlation improves, it remains negative.

44 As discussed in section 3, with correlated beliefs, the vector 8 (equation (29))
controls how terms-of-trade expectations are affected by technology shocks. In
the baseline calibration, (s is close to zero.
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consumption, it follows that Home exports are below imports in the short run,
implying a negative correlation between real net exports and international rel-
ative prices, as illustrated by figure 3. In the online technical appendix, we
show that this result is robust to the choice of trade elasticities # and p.

6.2. Indeterminacy and the Backus—Smith puzzle

To test whether the performance of the model can be improved, we conduct
a number of sensitivity exercises and search for alternative parameteriza-
tions to the baseline calibration given in table 1 that may resolve some of
the outstanding puzzles. We find that there are two ways of resolving the
Backus—Smith puzzle. The first approach involves setting very low values for
the inverse labour-supply elasticity v. The second approach is to remove the
restriction that the cross-country correlation of productivity shocks must be
non-negative. The cross-correlation of Foreign productivity shocks is the key
to the success of both approaches.

We find that the positive correlation between the real exchange rate and
relative consumption is a robust feature of the model, although it can switch
sign for values of the inverse labour-supply elasticity v close to zero. The
fourth column of table 3 reports the second moments setting v = 0.4° By
inspection, the correlation between the real exchange rate and relative con-
sumption is negative (—0.06) in the case of indivisible labour. The key mech-
anism is the estimated negative correlation between the belief and Foreign
technology shocks (p; ¢« = —0.34), which alters the transmission mechanism
of the latter.? In this case, a positive Foreign technology shock, which shifts
the Foreign labour-demand schedule upwards (leading to a fall in Foreign out-
put and demand, thereby increasing relative consumption), is now accompa-
nied by a fall (appreciation) in T,. Figure 4 depicts selected impulse response
functions combining the effect of Foreign technology shocks with beliefs.*” By
inspection, the terms of trade and relative consumption now move in opposite
directions after a positive Foreign technology shock.

Table 4 reports the correlation between relative consumption and the
real exchange rate for three alternative values of the degree of increasing
returns to scale o+ . As in the baseline calibration, setting o + vy = 1.33
can generate a negative correlation only if the inverse labour-supply elasticity
v is set equal to zero. While the model can solve the Backus—Smith puzzle
under finite labour-supply elasticities for a higher degree of increasing returns

45 The values of the other parameters are set as in table 1 with the exception of
pw=13.

46 The estimated standard deviations and shock cross-correlations under
indivisible labour imply a belief vector 8 = [3.62, —1.80], where (31 is lower
and (2 is higher in absolute value compared with the baseline calibration.

47 We ignore the cross-country correlation of Home and Foreign technology
shocks because in our simulated results p. .+ = 0.003.
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TABLE 3

Simulated results under correlated beliefs with unrestricted cross-country correlations for
the productivity shocks (p. ) or indivisible labour (v = 0)

Unrestricted Indivisible
Data Pe,e* labour
Standard deviation
Consumption 0.62 0.71 0.95
Investment 2.92 3.07 2.01
Employment 0.68 0.79 1.07
Terms of trade 1.77 1.69 1.70
Real exchange rate 2.38 1.28 1.29
Real net exports 0.38%* 0.47 0.45
First-order autocorrelation
Output 0.87* 0.80 0.72
Real exchange rate 0.82%* 0.72 0.72
Real net exports 0.85% 0.75 0.71
Correlation with output
Consumption 0.82 0.98 0.98
Investment 0.94 0.95 0.89
Employment 0.85 0.98 0.98
Terms of trade —0.16 —0.17 —0.26
Real net exports —0.47* —0.51 —0.38
Cross-country correlations
Output 0.58 0.30 0.53
Consumption 0.43 0.34 0.55
Investment 0.41 —0.25 —0.15
Employment 0.45 0.30 0.55
Correlation with the terms of trade
Real net exports 0.47* 0.82 0.78
Correlation with the real exchange rate
Relative consumption —0.17 —0.14 —0.06
Shock processes
Standard deviation of ¢ (o¢) 0.27 0.44
Standard deviation of €} (o) 0.23 0.37
Standard deviation of (o)) 1.97 1.97
Cross-correlation pg o« —0.91 0.003
Cross-correlation py), e 0.98 0.82
Cross-correlation py), o« —0.98 —0.34

NOTES: The estimated sample moments for the data are taken from Gao et al. (2014),
except for values denoted by *, which are from the authors’ own calculations. With the
exception of real net exports, all standard deviations are relative to the standard deviation

of US GDP (1.49).

a 4 v = 1.40, the value of v required remains close to zero.*® Moreover, when
the returns to scale are set equal to 1.2, the Backus—Smith puzzle cannot be

48 Using the baseline value of v = 0.33, a value of a + v = 1.65 is required to
induce a negative correlation between the real exchange rate and relative
consumption (—0.05), which is well outside the range supported by the

empirical literature.
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TABLE 4

Correlation between relative consumption and the real exchange rate for different values
of v and o + 7y

Degree of increasing returns

Inverse elasticity of labour supply (v) 1.20 1.33 1.40
v=20 0.32 —0.06 —0.15
v = 0.025 0.42 —0.02 —0.12
v = 0.05 0.52 0.04 —0.09
v = 0.075 0.64 0.10 —0.05
v =20.10 0.77 0.17 0.00

NOTE: The values of the remaining parameters are set as in table 1, with the exception
of p=13and x =a+7~.

resolved regardless of the value of v. Therefore, our sensitivity exercises sug-
gest that, for empirically plausible returns to scale, the indeterminacy model
can generate a negative correlation between the relative consumption and
the real exchange rate for values of the inverse labour-supply elasticity close
to zero. While the existing literature has highlighted the role of lower lev-
els of aggregate increasing returns for a lower v in generating indeterminacy,
our results show that also the quantitative performance of indeterminacy
models is sensitive to the slopes of the aggregate labour-demand and supply
schedules.

As a second approach, we allow the cross-country correlation of produc-
tivity shocks to take any value. The third column of table 3 shows that
the removal of the constraint p. . > 0 enables the indeterminacy model to
generate a negative correlation between the real exchange rate and relative
consumption (—0.14) almost matching the data (—0.17). The estimated nega-
tive correlation between Home and Foreign technology shocks (pg o« = —0.91)
is central in solving the Backus—Smith puzzle. When the correlation between
technology shocks cannot be negative, the minimization algorithm selects
a very high positive correlation between Home technology shocks and the
belief shock but (almost) no correlation between Foreign technology shocks
and the other two shocks (see table 2). As a result, relative consumption
increases after a positive Home technology shock because the upward shift of
the aggregate labour-demand schedule is greater in the Foreign country than
in the Home country. However, if p. .- < 0, the upward shift of the Foreign
aggregate labour-demand schedule in ﬁgure 1 caused by the belief- mduced
increase in 7' is now offset by a fall in Z Consequently, the response of C
is now above 'y, which generates the de51red negative correlation between
relative consumption and international relative prices.

Under both approaches, the improved performance with respect to the
Backus—Smith puzzle is also accompanied by a positive correlation between
real net exports and the terms of trade, as in the data. This is because changes
in relative consumption affect the demand for exports and imports. When rel-
ative consumption falls in response to a rise in international relative prices,
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real net exports are more likely to increase, thereby moving in the same
direction as the terms of trade. Moreover, although the model still struggles
to generate cross-country output correlations higher than cross-country con-
sumption correlations, it does much better compared with the determinacy
baseline.

In summary, in order to solve the Backus—Smith puzzle, the indetermi-
nacy model requires either a negative cross-country correlation for technology
shocks, which is not supported by the empirical evidence, or an infinite (or
very large) labour-supply elasticity. Moreover, our analysis suggests that sim-
ulation results obtained using indivisible labour may be a special case that
cannot be replicated even with small deviations from v = 0.*° Because the
above transmission mechanism originates from the labour market and is not
a specific feature of our model, the findings of this paper will extend to all inde-
terminacy models with an upward-sloping aggregate labour-demand schedule
wishing to explain the key features of the open-economy data.

7. Conclusion

We have analyzed whether equilibrium indeterminacy and self-fulfilling
belief-driven fluctuations can explain the major features of international
business cycles. We have found that, when beliefs are correlated with
technology shocks, the indeterminacy model can solve the volatility and
output-correlation puzzles for the terms of trade and real net exports. In
order to explain some other important features of the open-economy data, the
model is shown to require a perfectly elastic labour supply. Under indivisible
labour, the indeterminacy model generates significantly improved statistics
for the cross-correlation anomaly than the determinate benchmark and a
positive contemporaneous correlation between real net exports and the terms
of trade. Moreover, the model now correctly predicts a negative correlation
between international relative prices and relative consumption, overcoming
the Backus—Smith puzzle. However, the model suffers from an international
co-movement puzzle for investment, where cross-country differences in the
marginal productivity of capital counterfactually induce investment flows to
the most productive country.

The mechanism we wuse to generate indeterminacy requires an
upward-sloping aggregate labour-demand schedule, a common feature
of many indeterminacy models. While previous studies in this literature
have highlighted the role played by the Frisch elasticity and the degree of
returns to scale in generating indeterminacy, we showed that the slopes
of the aggregate labour-demand and supply schedules also have important
quantitative effects. We found that our model performs quantitatively better

49 We thank one of the anonymous referees for highlighting the importance of the
labour-supply elasticity for the quantitative results.
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under a perfectly elastic labour-supply curve, which many indeterminacy
models rely on. Our analysis suggests that caution is required when using
indivisible labour in indeterminacy models because the results may not be
robust with seemingly minor changes in the inverse labour-supply elasticity.

Supporting information

Supplementary material accompanies the online version of this article. The
data and code that support the findings of this study are available in the Cana-
dian Journal of Economics Dataverse at https://doi.org/10.5683/SP3/
EIVEHS.
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