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Abstract 
Nowadays, a great deal of attention is paid to meta-heuristic algorithms to reach the approximate solution in an 

acceptable computational time. As one of the recently-developed successful meta-heuristics, Social Engineering 

Optimizer (SEO) algorithm is according to the inspiration of the rules of social engineering to solve approximate 

optimization problems. In this research, a Modified Social Engineering Optimizer algorithm (MSEO) by using an 

adjustment operator is proposed in which there are some assessment criteria for defender and attacker to determine and 

calculate the weight simultaneously for the first time. This enhancement comprises adding adjustment operators to 

improve the performance of SEO in terms of search accuracy and running time. Most notably, this operator is utilized 

to make a better new generation and improve the interaction between the search phases. The adjustment operator 

strategy is also applied to a novel division based on the best person. As an extensive comparison, the suggested 

algorithm is tested on fourteen standard benchmark functions and compared with ten well-established and recent 

optimization algorithms as well as the main version of the SEO algorithm. This algorithm is also tested for sensitivities 

on the parameters. In this regard, a set of engineering applications were provided to prove and validate the MSEO 

algorithm for the first time. The experimental outcomes show that the suggested algorithm produces very accurate 

results which are better than the SEO and other compared algorithms. Most notably, the MSEO provides a very 

competitive output and a high convergence rate. 

Keywords: Meta-heuristic algorithms; Modified Social Engineering Optimizer; Benchmark functions; Engineering 

applications. 
 

1. Introduction 
The needs and benefits of optimization techniques based on metaheuristics have motivated many scholars and scientists 

in the last few decades to apply these algorithms to solve NP-hard and complicated optimization problems [1-4]. Today, 

mathematical optimization techniques have played an important role in the industrial and non-industrial sectors [5]. 

Optimization methods and algorithms are divided into two categories: exact algorithms and approximate algorithms 

[6]. Approximate algorithms fall into two general categories: heuristic and meta-heuristic approaches [7]. Also, meta-

heuristic approaches are divided into two groups: single-solution instead of population-based algorithms [8]. An 

acceptable computational time with the ability to find the global solution is one of the key reasons for researchers in 

this field to explore new modifications and hybridizations of recent metaheuristics to better solve many optimization 

problems in different fields of engineering [9, 10]. 

The term "metaheuristic" was first introduced by Glover [11] when the Tabu Search (TS) method was introduced as 

a novel method. Modern heuristic methods include the family of Evolutionary algorithms, swarm intelligence, Ant 

Colony Optimization (ACO) algorithm, Variable Neighborhood Search (VNS) and Greedy Search (GS) algorithms 

etc. [12]. Briefly, we can say that the metaheuristic algorithms are advanced and general search strategies providing 

steps and benchmarks that are very effective in fleeing local optimal traps [13]. 
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Generally, to find optimal solutions and to solve optimization problems, metaheuristic algorithms have been used. 

Then, the meta-heuristic algorithms could be categorized into four groups: Local search versus global search-based, 

Single solution versus population-based, and Swarm intelligence-based, versus Nature-inspired-based. 

In order to find optimal solutions, several metaheuristic ideas were presented to enhance local search heuristics such 

as Simulated Annealing (SA), TS, VNS, GS, and SEO. These algorithms could both be categorized as global search or 

local search-based metaheuristics. Other global search algorithms that are not local search-based are population-based 

algorithms such as ACO, Particle Swarm Optimization (PSO), Imperialist Competitive Algorithm (ICA), Harmony 

Search (HS), an evolutionary algorithm based metaheuristics.  

In terms of a single solution and population-based searches, single solution algorithms concentrate on improving and 

modifying a single candidate solution. SA, VNS and SEO offer a single solution. Population-based algorithms improve 

and maintain multiple candidate solutions that utilize population traits to conduct the search. Population-based 

algorithms involve Genetic Algorithm (GA) and PSO. 

The third group of algorithms is Swarm intelligence based on self-organized agents and collective behavior of the 

decentralized population in a swarm. ACO, Artificial Bee Colony (ABC), Artificial Natural Network (ANN), and PSO 

are instances of this group.  

An active field of research is nature-inspired metaheuristic algorithm design. Recently, evolutionary computation-

based metaheuristics are inspired by natural systems. Nature treats as a source of mechanisms, principles, and concepts 

for artificial computing systems designed to cope with complex computational problems such as PSO, ICA, ABC, 

Firefly Algorithm (FA), and ACO algorithm.   

These classifications can help us to have a better focus on the properties of metaheuristics which are very useful to 

develop a new one. In addition to these, the concepts of the main algorithms mentioned above are characterized as 

follows. For example, the GA is a metaheuristic inspired by the process of natural choice, which depends on the larger 

group of evolutionary algorithms. In general, it is a repetition-based algorithm, most of which are chosen as random 

processes that are composed of parts of the fitness function, mutation, crossover, and selection [14,15]. Holland [16] 

introduced GA following the concept of Darwin’s theory of evolution. GA is one of the random search algorithms, 

which is derived from nature [17]. Note that the crossover and mutation are two search engines of GA to focus on 

exploration and exploitation phases. 

Then, the PSO algorithm was originally introduced by Kennedy and Eberhart [18]. The PSO algorithm is a collective 

search algorithm, which is according to the social behavior of bird's categories [19]. By updating the agents based on 

the local optimum and global one makes the PSO algorithm perform both diversification and intensification phases 

properly [20]. Generally, a trade-off between these two search phases plays a key factor in many earlier metaheuristics 

[17-21]. 

 Ant Colony Optimization (ACO) algorithm is inspired by the swarm behavior of ants. The ACO algorithm was 

introduced by Stützle and Dorigo [22] which is built on the intelligent behavior of ants to find the shortest path from 

the nest to a food source, has recently attracted the attention of scientists [22, 23].  

The ABC algorithm is an optimization strategy that simulates the behavior of a bee colony and was first introduced 

by Karaboga [24] to optimize the real parameter. ABC algorithm is an optimization algorithm according to the 

collective intelligence and clever behavior of bee populations. Such an algorithm is very effective in solving real-world 

problems [25].  

The Biogeography-Based Optimization (BBO) algorithm was originally introduced by Simon [26]. The BBO is a 

population-based algorithm inspired by the phenomenon of animal migration and birds between the islands. In reality, 

environmental geography is the study of the geographical distribution of environmental species [27]. Basically, in bio-

geography, two determinants are the value of the Habitat Suitability Index (HSI) and the Suitability Index Variables 

(SIV) [28].  

The ICA is another computational approach that is utilized to solve optimization problems of various types, which 

was introduced by Atashpaz-Gargari [29]. This algorithm is according to the modeling of the social-political process 

of the colonial phenomenon. The high popularity of this algorithm, along with its high efficiency, is more of an 
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innovative and new aspect and attractive to optimization experts [30, 31].  

The FA is another nature-inspired metaheuristic algorithm introduced by Yang [32] with the use of inspiration of the 

flashing behavior of fireflies. The basis of this algorithm is the behavior of fireflies in streaming light from itself. Most 

fireflies can capture partnerships for mating by lighting, warning other fireflies and trapping smaller insects for hunting. 

The intensity rate of light available for other light source fireflies depends on the distance from the source, the intensity 

of the light source and the absorption power of light, so the fireflies are generally visible to a limited distance [33].  

Over the last decade, many such metaheuristic optimization algorithms are based on the animals’ inspiration or 

artificial human roles have been designed to solve optimization problems more efficiently [34, 35]. There are also 

many modifications of BEE algorithms e.g., BEEs show a great deal of attention during the last decade [36]. The BEEs 

algorithm was provided by Ghanbarzadeh et al. [37] which is a population-based search algorithm. This algorithm 

performs a local search type with a global search and can be utilized for both combinatorial optimization and continuous 

optimization. The only condition for using the BBEs is that some measurements of the distance among solutions have 

been defined. The effectiveness and specific capabilities of the BEEs have been proven in a number of studies. 

As one of the earliest metaheuristics inspired by music, the Harmony Search (HS) algorithm developed by Geem et 

al. [38] is a successful metaheuristic algorithm for routing in wireless sensor networks and in order to increase the life 

span of these types of networks [39]. HS algorithm is one of the easiest and newest metaheuristic algorithms that have 

been inspired by the simultaneous playback process of the orchestra music stream in the optimal search process in 

optimization problems. In other words, there is a similarity between finding an optimal solution to the complex problem 

and the process of performing music [40].  

Abualigah [41] presented an algorithm for solving the Text document (TD) clustering problem. The k-mean 

clustering method is used to evaluate the performance of the obtained subsets. Finally, 4 krill herd algorithms are 

proposed to solve the TC problem. For the evaluation process, seven benchmarks are used. Abualigah et al. [42] 

presented a new optimizer inspired by the behavior of Aquila Optimizer (AO). To validate the proposed algorithm, a 

set of different numerical problems (ten functions from the CEC2019 benchmark, 29 functions from the CEC2017 

benchmark and 23 classical benchmark functions) were used. Abualigah et al. [43] presented a novel meta-heuristic 

algorithm called Arithmetic Optimization Algorithm (AOA). The performance of the proposed algorithm is evaluated 

on 29 benchmark functions. The results of the proposed algorithm sufficiently prove its superiority in the ability to 

avert trapping of the local optima. 

Recently, Fathollahi-Fard et al. [44] developed the Social Engineering Optimization (SEO) algorithm which is 

inspired by the rules of social engineering, an emerging phenomenon in today's real world. They also reviewed the 

metaheuristics from 1975 till 2017 and found that there are more than a hundred well-known metaheuristics in the 

literature. However, there is no similar algorithm like SEO only employing two solutions to search and has fast 

procedures to find the global solution. The application and development of SEO have been explored recently by a few 

studies. However, research on SEO is still scarce [45-48]. Given the popularity and high efficiency of the SEO 

motivated our attempt to develop another efficient version of this algorithm that is efficient and more intelligent than 

the original one. The SEO algorithm uses only the values of the objective function to perform the optimization process 

and does not require additional information such as the function derivative. Due to the simplicity of the search process 

of SEO, it works very quickly and efficiently. The SEO algorithm is also very flexible and works with all kinds of 

objective functions and constraints in the search space [49]. The significant advantage of the SEO algorithm is a new 

simple and efficient single-solution metaheuristic. One of the other important advantages of the SEO algorithm is the 

Social Engineering (SE) phenomenon and its techniques. In comparison with other single-based meta-heuristics, the 

SEO algorithm starts with two initial random solutions that include attackers and defenders. The optimal solution is 

the attacker. In the process of SE, the attacker requests to defeat the defender using SE attacks’ skills. These 

characteristics cause SEO simple to implement, very proper, and more robust for single-solution-based computation.  

One of the variations of the Social Engineering Optimization algorithm is called MSEO_1. In the original version 

of SEO, the attacker aims to assess the traits of the defender randomly to select an efficient one, but in MSEO_1 a 

roulette wheel strategy is considered to select an appropriate trait from the defender. Therefore, the chance of the first 
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trait is more than other traits. Another variation of the SEO algorithm is called MSEO_2, which focuses on proposing 

a new spot for the defender inspired by a recent real technique called reverse social engineering. In this variation, 

instead of directly contacting the defender, the attacker tries to make the defender believe that they are a trustworthy 

individual. Another variation of the SEO algorithm is called MSEO_3. The contribution of this variation is to have a 

dynamic parameter for the number of attacks and the number of attacks in each iteration is not fixed [12]. 

The significant contribution of this study includes firstly, a Modified SEO (MSEO) meta-heuristic algorithm with a 

novel adjustment operator to enhance its efficiency into running time and search validity. This feature makes MSEO 

superior to the SEO algorithm. Another advantage of the MSEO is that algorithm nature works in high iterations based 

on the logic of convergence, which preserves the best solution.   Additionally four engineering applications are stated 

for the first time including (𝑖) Location-allocation problem for earthquake evacuation planning, (𝑖𝑖) Pharmaceutical 

supply chain network design, (𝑖𝑖𝑖) Truck scheduling problem in a cross-docking system, and (𝑖𝑣) Production planning 

under uncertain seasonal demand.    

In this paper, a new conceptual framework for social engineering to develop a MSEO algorithm is described. Besides, 

the main goal is the development of adjusting operators based on the defender and attacker assessment criteria, to speed 

up convergence, hence making the method more reliable for a wide range of practical applications while preserving 

the traits of the original SEO. This new procedure can determine and calculate the weight of each of them. The 

enhancement comprises adding adjustment operators to improve its performance in terms of search precision and 

running time and thus this operator is utilized to make a new generation. The adjustment operator strategy is also 

applied to a novel division based on the best person and other random people steps. Also, the enhancement comprises 

of the defender and the attacker assessment criteria showing the quality of the solution for a population for the defender 

as well as the attacker. Based on these suppositions, the MSEO is established and tested on fourteen standard 

benchmark functions and compared with other aforementioned metaheuristic methods. As an extensive comparison, 

the experimental results indicate that MSEO is more efficient than original SEO, GA, FA, HS, PSO, ACO, ABC, BEEs, 

ICA, BBO algorithms. To validate the MSEO, four engineering applications are provided and P-values of the Wilcoxon 

test is used in this research. 

The rest of this research is examined as follows: Section 2 describes the social engineering optimizer in general. 

Section 3 describes a modified version of this metaheuristic. Section 4 proposes the computational analyses and 

comparison among different criteria and other algorithms. The engineering applications for the MSEO algorithm 

examines completely in section 5. Finally, section 6 concludes our work and describes some future research issues. 

 

2. SEO algorithm  
Despite the fact that in recent years a large number of metaheuristic algorithms have been provided, scholars 

nevertheless utilize traditional algorithms to solve problems. In addition, over the past two decades, most of the 

metaheuristic methods are population-based and involve a large number of steps and parameters that make them 

difficult to understand and perceive. This paper, therefore, proposes an intelligent algorithm like many of the most 

recent metaheuristic methods, and yet very simple, which only includes four steps and three parameters for adjustment. 

The SEO was provided by Fathollahi-Fard et al. [44] inspired by the rules of social engineering as an emerging 

phenomenon in today's real world. Thus, this method starts with two random solutions namely the attacker and the 

defender. In addition, search phases are according to the rules of social engineering in which the attacker uses certain 

techniques to obtain the desired aims. More details about SEO can be seen in [44]. The flowchart and pseudo-code of 

the SEO are indicated in Figures 1 and 2. Then, the process of the SEO is explained as follow: 

Step 1: Initialize the attacker and the defender 

Step 2: Training and retraining 

Step 3: Spot an attack 

Step 4: Respond to attack 

Step 5: Select a new as a defender 

Step 6: Stop condition 
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Figure 1. The flowchart of SEO. 
 

 
Figure 2. The pseudo-code of SEO. 

3. MSEO approach 

Since this metaheuristic is recently developed, there are only a few studies to propose new modifications and 

hybridizations of this algorithm [44-51]. The employed producers in this study differ from similar papers in the 
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literature. In this section, some reformation to the SEO algorithm including (𝑖) the number of attackers and defenders, 

(𝑖𝑖) defender and attacker evaluation criteria, and (𝑖𝑖𝑖) adjustment Operator is provided completely in the next 

subsections. The process of the MSEO algorithm is stated in the following subsections.  

 

3.1 The number of attackers and defenders 

In this algorithm, there are two different search factors that include, the attacker and the defender. The number of 

attackers and defenders as the population is considered in this search space. The number of attackers is randomly 

selected from 65% to 90% of the total population. The number of attackers is obtained from Eq. (1): 

( ) NrandfloorNa −= 25.09.0                    (1) 

where rand is a random number between [0,1]. Meanwhile, ( )0floor mapping a real number is an integer. The number 

of defenders ( )dN as complementary between ( )N  and ( )aN  is calculated as Eq. (2): 

  ad NNN −=  (2) 

Moreover, the total population of ( )M  is formed by elements of N and are divided into two subgroups G and Q. 

Therefore, G and Q sizes are controlled by a predetermined constant  ratio. The group of G is a set of attackers 

 
aNGGGG ,...,, 21= . Meanwhile, the group of Q includes defenders  

dNQQQQ ,...,, 21= . Where in,  NMMMM ,...,, 21= . So that, 

daaaa NNNNNN QMQMQMGMGMGmM ======= ++ ,...,,,,...,, 22112211
 

3.2 Defender and attacker evaluation criteria 

In this way, each defender and the attacker have one weight aW  and dW . Which indicates the quality of the solution to 

the defender d and the attacker a of the population ( )M . Further, Eqs. (3) and (4) have been used to calculate the weight 

of each attacker and defender. 

( )

mm

ma
a

worstbest

worstMK
W

−

−
=                  (3) 

( )

mm

md
d

worstbest

worstMK
W

−

−
=                  (4) 

where ( )aMK and ( )dMK  capability is obtained by evaluating the attacker's position and defender and according to the 

objective function ( )0K . Values 
mworst  and 

mbest  are defined as equations (5) and (6): 

( )
( )( )i

Mi
m MKbest

,...,2,1
min


=                  (5) 

( )
( )( )i

Mi
m MKworst

,...,2,1
max


=                 (6) 

3. 3 Adjustment Operator 

This improved algorithm is introduced with an adjustment operator to enhance its efficiency in terms of search precision 

and running time. This operator is used to make a novel generation. The size of this part is equal to the size of G and 

Q. This operator creates a new division according to the best person and other random people from G and Q. Also, we 

assume that 1

,

+t

joY  the value of the element j is the number of individuals o, then 1

,

+t

joY  generated based on Eq. (7): 










=+





randY

randY
Y

t

jr

t

jbestt

jo

,3

,1

,
     (7) 

where r is a random number obtained from Eq. (8). Where rand is a random number of uniform distribution and   a 

fixed value equal to 1.2. Also, t is the number of iterations. 

= randr                             (8) 

In Eq. (8), parts of the newly created person are updated according to Eq. (9), if the number of other random numbers 

created is greater than the adjustment rate. The adjustment rate is shown by the BAR and the set is equal to the fixed 
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partition. In Eq. (10) 𝑑𝑦, a local search is represented by the training and retraining of the defender and the attacker in 

each other in this algorithm.   an element that controls the penetration of 𝑑𝑦 in the updating process. 

(9) ( )5.01

,

1

, −+= ++

y

t

jo

t

jo dLYY   

(10) ( )t

oYRTdy =  

3.4 Computational method of ISEO 

The computational method for the proposed algorithm is as follows: 

Step 1: Given M as the number of members of the m-dimensional set, the number of defenders 
dM  and the number of 

attackers 
aM  in the total population is defined as: 

(11) ( ) NrandfloorNa −= 25.09.0  

(12) ad NNN −=  

where rand  a random number is between [0,1]. Meanwhile, ( )0floor mapping a real number is an integer. 

Step 2: Initialization is randomly for the defender Eq. (13), the attacker Eq. (14), and for the set of member Eq. (15). In 

Figure 3, an initialized pseudo-code is presented. 

(13)  
dNQQQQ ,...,, 21=  

(14)  
aNGGGG ,...,, 21=  

(15) 
daaaa NNNNNN QMQMQMGMGMGmM ======= ++ ,...,,,,...,, 22112211
 

Step 3: At this stage, we intend to demonstrate the defender's attacker's training and retraining. In this way, the attacker 

chooses the most influential trait. For this purpose, α percent of the characteristics are selected randomly and repeated 

directly in the same characteristic in the defender. The number of traits for training is indicated in Eq. (16). 

 nVarroundNTrain ,=                      (16) 

where α percent is selected traits and nVar  is the total number of traits per person. Therefore, 
TrainN is the number of 

characteristics that are randomly experimented with the defender. 

Step 4: Calculate the weight of each defender and attacker from the population of N, which is expressed in the pseudo-

code in Figure 4. 

Step 5: In order to carry out an attack, this algorithm proposes four various techniques, including obtaining, phishing, 

diversion theft, and pretext. 

Step 6: This improved algorithm is introduced with an adjustment operator to enhance its efficiency in terms of search 

precision and running time. In the following, we will express its pseudo-code in Figure 5. 

Step 7: In this step, the attacker finally defeats the defender and the new defender is randomly replaced. 

Step 8: If the stop criteria are met, the process ends, otherwise we will go back to step 3.  

The flowchart and pseudo-code of the MSEO algorithm are indicated in Figures 6 and 7. 
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+1;i++)dM1;i<𝑖 =(For  

   For (j=1; j<n+1; 𝑗 + +) 
              ( )( )low

j

high

j

low

jji pprandpd −+= .1,00

,
 

   End for 

End for 

+1;k++)aM(k=1;i<For  

   For (j=1; j<n+1; k++) 
          ( )( )low

j

high

j

low

jjk pprandpa −+= .1,00

,
 

   End for 

End fore     

Figure 3. The pseudo-code of initialization. 

For (a=1; a<M+1; a++) 

    For (d=1; d<M+1; d++) 

 

           ( )

mm

ma
a

worstbest

worstMK
W

−

−
=  

( )

mm

md
d

worstbest

worstMK
W

−

−
=

                    

                   Where 
( )

( )( )i
Mi

m MKbest
,...,2,1

max


=  and 

                                                 
( )

( )( )i
Mi

MK
,...,2,1

min


   

    End for 

End for        

Figure 4. The pseudo-code of calculating the weight of each attacker and defender. 

 For 𝑖=1 to 𝑛𝑢𝑚 Q do 

              Scale=max Step Size(𝐼𝑡𝑒𝑟) 

              Step Size=𝑒𝑥𝑝𝑟𝑛𝑑 (2*Max Iter) 

              𝐷𝑒𝑙𝑡𝑎𝑌=RT(𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒,Dim) 

              For j=1 to Dim do 

                   If rand ≥ partition, then 

                          Q(𝑖, 𝑗)=Best(j) 

                   Else 

                          r4=round (𝑛𝑢𝑚 Q*rand+0.5) 

                          Q(𝑖,j)=Population(r4, j) 

                          If rand>BAR, then 

                                  Q(𝑖,j)= Q(i,j)+scale*(delta Y(j)-

0.5) 

                         End if 

                    End if 

              End for 

End for 

Figure 5. The pseudo-code of adjustment operator. 
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 Figure 6. The flowchart of proposed MSEO. 

 
MSEO algorithm 

T1=clock; 

Initialize attacker and defender 

It=1; 

+1;i++)dM1;i<𝑖 =(For  

   For (j=1; j<n+1;  𝑗 + +) 

              ( )( )low

j

high

j

low

jji pprandpd −+= .1,00
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   End for 

End fore 

+1;k++)
aM(k=1;i<For  

   For (j=1; j<n+1; k++) 

              ( )( )low

j

high

j
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jjk pprandpa −+= .1,00

,
 

   End for 

End for  
For (a=1; a<M+1; a++) 

    For (d=1; d<M+1; d++) 
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a
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W

−

−
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( )

( )( )i
Mi

MK
,...,2,1

min


 

 End for 

 End for        

while 𝑠𝑜𝑙𝑣𝑖𝑛𝑔_𝑡𝑖𝑚𝑒 <  𝑀𝑎𝑥_𝑡𝑖𝑚𝑒 

Do training and retraining; 

𝑁𝑢𝑚_𝑎𝑡𝑡𝑎𝑐𝑘=1; 

while 𝑁𝑢𝑚_𝑎𝑡𝑡𝑎𝑐𝑘 <  𝑀𝑎𝑥_𝑎𝑡𝑡𝑎𝑐𝑘 

Spot an attack; 

Check the boundary; 

Respond to attack; 

if the 𝑂𝐹 of defender is lower than attacker 

Exchange the defender and attacker position; 

End if 

𝑁𝑢𝑚_𝑎𝑡𝑡𝑎𝑐𝑘= Num_attack+1; 

End while 

For 𝑖=1 to 𝑛𝑢𝑚 Q do 

              Scale=max Step Size(𝐼𝑡𝑒𝑟) 

              Step Size=𝑒𝑥𝑝𝑟𝑛𝑑 (2*Max Iter) 

              𝐷𝑒𝑙𝑡𝑎𝑌=RT(𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒, 𝐷𝑖𝑚) 

              For j=1 to Dim do 
                   If rand ≥ partition, then 

                          Q(𝑖, 𝑗)=Best(j) 

                   Else 

                          r4=round (𝑛𝑢𝑚 Q*rand+0.5) 

                          Q(𝑖, 𝑗)=Population(r4, j) 

                          If rand>BAR, then 

                                  Q(𝑖, 𝑗)= Q(i,j)+scale*(delta Y(j)-0.5) 

                         End if 

                    End if 

              End for 

End for 

Create a new solution as defender; 

It=It+1; 

T2=clock; 

𝑆𝑜𝑙𝑣𝑖𝑛𝑔_𝑡𝑖𝑚𝑒=T2- T1; 

End while 

Return attacker. 

Figure 7. The pseudo-code of proposed MSEO. 

4. Analysis and experimental outcomes  

In this section, the experimental results of the efficiency of the MSEO have been compared with other meta-heuristic 

methods containing SEO, GA, FA, HS, PSO, ACO, ABC, BEE, ICA, and BBO on 15 benchmark functions. 

The proposed algorithms parameters in all the experiments are shown in Table 1. The population size and the 

maximum number of iterations were set to 50 and 25, respectively. Also, all algorithms were run 25 times to achieve 

statistically significant results. Accordingly, the values of the algorithm's parameters are generated based on random 

data that are reported in Table 1. To compare based on running time, all the tests are performed on a Laptop with 2.50 

GHz and 6.00 GB of RAM. In addition, MATLAB R2020b v9.9 software is used for the implementation of the 

proposed metaheuristic algorithms. 

Table 1. The parameters of the proposed algorithms 

Algorithm Parameter Value 

GA Crossover probability 0.85 

Mutation probability 0.02 

Selection mechanism Roulette wheel 

FA Light Absorption Coefficient 1 

Mutation Coefficient 0.2 

Mutation Coefficient Damping Ratio 0.99 
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HS Harmony Memory Size 20 

Number of New Harmonies 20 

Harmony Memory Consideration Rate 0.5 

Pitch Adjustment Rate 0.1 

PSO Acceleration constants [1.5, 2.5] 

Inertia weights [0.55, 0.85] 

Personal Learning Coefficient 2 

Global Learning Coefficient 2 

ACO Intensification Factor (Selection Pressure) 0.5 

Deviation-Distance Ratio 1 

ABC The number of colony size NP 50 

The number of food sources NP/2 

Maximum search time 100 

BEEs Neighborhood Radius Damp Rate 0.99 

Number of Scout Bees 30 

Recruited Bees Scale 3 

ICA Number of Empires/Imperialists 10 

Selection Pressure 1 

Assimilation Coefficient 2 

Revolution Probability 0.1 

Revolution Rate 0.05 

Colonies Mean Cost Coefficient 0.1 

SEO Rate of collecting data 0.2 

Rate of connecting attacker 0.08 

Number of connections 50 

BBO Habitat modification probability 1 

Immigration probability [0, 1] 

Step size 1 

Maximum immigration 1 

Migration rates 1 

Mutation probability 0.06 

MSEO Rate of collecting data 0.2 

Rate of connecting attacker 0.08 

Number of connections 50 

Weight of defender 45 

Weight of attacker 65 

 

We used 15 classical benchmark functions to assess the efficiency of the MSEO in this experiment. The benchmark 

functions could be categorized into three categories including unimodal, multimodal, and n-dimension multimodal. 

Tables 2, 3, and 4 provide the benchmark functions of unimodal, multimodal, and fixed-dimension multimodal, which 

involve the mathematical equation, range of optimization variables, and the optimal values. To check the performance 

and efficiency of the proposed metaheuristic algorithms the benchmark functions with different difficulty levels are 

used. 

 

Table 2. Description of unimodal benchmark functions 

No. Name Function Dim Range minf  

F1 𝑮𝒓𝒊𝒆𝒘𝒂𝒏𝒌 ( ) ( ) 
==









−+==

n

i

i
n

i

i
n

i

xx
xxfxf

11

2

1 cos
4000

1,...,  25 
[-600, 

600] 
0 

F2 𝑺𝒑𝒉𝒆𝒓𝒆 ( ) ( ) 
=

==
n

i

in xxxfxf
1

2

1,...,
 

25 
[-100, 

100] 
0 

F3 𝑺𝒖𝒎 𝑺𝒒𝒖𝒂𝒓𝒆𝒔 ( ) ( ) 
=

==
n

i

in ixxxfxf
1

2

1,...,  25 
[-10, 

10] 
0 
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F4 𝑺𝒄𝒉𝒘𝒆𝒇𝒆𝒍 𝟐𝟐. 𝟐 ( ) ( )  
= =

+==
n

i

n

i

iin xxxxfxf
1 1

1,...,  25 
[-100, 

100] 
0 

F5 𝑹𝒐𝒕𝒂𝒕𝒆𝒅 𝑫𝒊𝒔𝒄𝒖𝒔 𝑭𝒖𝒏𝒄𝒕𝒊𝒐𝒏 𝐹(𝑥) = 𝑓(𝑀(𝑥 − 𝑜)) + 𝐹∗ 25 
[-100, 

100] 
0 

 

Table 3. Description of multimodal benchmark functions 

No. Name Function Dim Range minf  

F6 𝑹𝒂𝒔𝒕𝒓𝒊𝒈𝒊𝒏 ( ) ( )( )
=

−+=
n

i

ii xxnyxf
1

2 2cos1010,   
25 

[-5.12, 

5.12] 
0 

F7 𝑺𝒉𝒖𝒃𝒆𝒓𝒕𝟑 ( ) ( ) ( )( )
= =

++==
n

i j

in jxjjxxfxf
1

5

1

1 1sin,...,  
25 

[-10, 

10] 

-

29.673 

F8 Xin-She Yang N. 4 ( ) ( ) ( ) 







 
−== ==

−

=

−


n

i i

n

i i x
n

i

x

in eexxxfxf 1

2

1

2 sin

1

2

1 sin,...,  25 
[-10, 

10] 
0 

F9 𝑸𝒖𝒂𝒓𝒕𝒊𝒄 ( ) ( )  )
=

+==
n

i

n randomixxxfxf
i

1

4

1 1,0,...,  
25 

[-1.28, 

1.28] 
0 

F10 𝑷𝒆𝒓𝒊𝒐𝒅𝒊𝒄 ( ) ( ) ( )
=

−
−+== =

n

i

x

in

n

i i

exxxfxf
1

2

1
1

2

1.0sin1,...,  25 
[-10, 

10] 
0 

F11 𝑸𝒊𝒏𝒈 ( ) ( ) ( )
2

1

2

1,..., 
=

−==
n

i

n ixxxfxf  25 
[-500, 

500] 
0 

 

Table 4. Description of n-dimension multimodal benchmark functions 

No. Name Function Dim Range minf  

F12 𝑹𝒐𝒔𝒆𝒏𝒃𝒓𝒐𝒄𝒌 ( ) ( ) ( ) ( ) 
=

+ −+−==
n

i

iiin xaxxbxxfxf
1

222

11,...,
 

25 [-5, 10] 0 

F13 𝑺𝒂𝒍𝒐𝒎𝒐𝒎 ( ) ( ) 
==

+













−==

D

i

i

D

i

in xxxxfxf
1

2

1

2

1 1.02cos1,...,   
25 [-100, 100] 0 

F14 𝑨𝒍𝒑𝒊𝒏𝒆 𝑵. 𝟐 ( ) ( ) ( )i

n

i

in xxxxfxf sin,...,
1

1 
=

==  
25 [0, 10] 2.808 

F15 𝑨𝒄𝒌𝒍𝒆𝒚 ( ) ( ) ( ) ( )1expcos
1

exp
1

exp.,...,
11

2

1 ++







−














−−== 

==

acx
n

x
n

baxxfxf
n

i

i

n

i

in

 
25 [-32, 32] 0 

 

The results of the proposed metaheuristic are reported in Tables 5, 6, and 7, in which each table indicates the average 

of the best solution obtained of each of the proposed metaheuristic algorithms over 25 independent runs. It is clear that 

the MSEO has the best efficiency and is also efficient than other methods in most of the test functions. The comparative 

performance of the proposed algorithm on the unimodal function is shown in Table 5. MSEO was performed on all 

three test functions. Also, as there is no local solution, the unimodal functions are appropriate for testing the 

convergence. These results indicate that MSEO enhances the convergence rate of SEO. In addition, this convergence 

outperforms other methods. Figure 5 shows the behavior of the proposed methods on the unimodal functions based on 

the convergence for better comparison. Hence, the convergence of MSEO is significantly faster than other proposed 

methods. 

 

Table 5. Mean normalized outcomes of unimodal benchmark functions (F1-F5) 

F GA FA HS PSO ACO ABC BEEs ICA SEO BBO MSEO 

F1 3.91 5.58 2.45 4.67 5.47 5.78 3.42 3.25 1.26 4.21 1.12 

F2 2.23 6.36 1.56 5.78 6.04 7.25 5.39 4.56 7.34 4.99 1.00 

F3 10.24 50.46 7.68 19.34 15.45 14.35 7.56 25.01 8.93 9.02 1.00 

F4 4.56 17.56 7.91 12.4 5.67 7.89 16.77 2.56 1.35 6.23 1.23 

F5 3.28 2.76 2.45 4.02 4.21 3.87 3.12 5.21 1.45 5.39 1.19 
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Table 6. Mean normalized outcomes of multimodal benchmark functions (F6-F11) 

F GA FA HS PSO ACO ABC BEEs ICA SEO BBO MSEO 

F6 8.45 34.67 4.56 2.45 45.16 3.56 56.34 14.03 122.4 69.21 1.34 

F7 18.45 3.05 3.47 11.23 13.23 23.04 5.62 46.12 6.13 5.67 1.00 

F8 1.00 15.36 16.32 29.31 32.02 16.34 67.24 4.56 13.67 14.78 1.00 

F9 19.23 18.7 56.43 5.05 5.67 76.03 3.12 11.03 4.19 23.01 1.00 

F10 29.34 13.59 10.78 28.12 31.02 13.09 36.02 8.23 6.23 56.41 1.04 

F11 9.23 10.56 5.78 34.7 2.56 34.6 7.89 13.45 2.67 41.8 1.00 

 

Table 7. Mean normalized outcomes of n-dimension multimodal benchmark functions (F12-F15) 

F GA FA HS PSO ACO ABC BEEs ICA SEO BBO MSEO 

F12 12.01 63.25 27.23 17.26 29.03 45.13 48.23 43.02 8.34 15.67 1.00 

F13 7.24 42.81 12.03 4.02 3.71 7.57 30.31 6.34 2.45 3.12 1.00 

F14 16.8 24.1 10.5 6.77 14.6 8.91 48.12 6.78 3.21 9.21 1.12 

F15 21.7 56.8 27.1 3.45 5.76 23.5 56.25 3.61 2.54 14.67 1.67 

 

Regarding the multimodal function, this trait causes them to benchmark the efficiency of algorithms to avoid local 

optima. Tables 6 and 7 indicate that the MSEO algorithm is more reliable than the other algorithms on the multimodal 

test functions. This indicates that the fast convergence of the MSEO algorithm according to the other proposed 

mechanisms in this paper does not lead to local solutions. Additionally, the result of the MSEO is better than the SEO 

and it is better than other methods in the majority of case studies. From Tables 5, 6, and 7, it is clear that MSEO is 

most effective at the obtained objective function in benchmarks (F1-F15). This proves that the local optima avoidance 

of the SEO algorithm has been improved by the suggested technique in this paper. Hence, Figures 8-10 indicate the 

convergence curves of the fifteen test functions, which prove the convergence of MSEO is competitive in the majority 

of case studies. 

Additionally, convergence graphs of the algorithms including GA, FA, HS, PSO, ICA, ACO, ABC, BEEs, BBO, 

SEO, and MSEO are indicated in Figures 8-10 in which the process of optimization of the proposed algorithms is 

indicated. The values of the objective function are indicated in Figures 8-10 that shows the best objective function 

optimum achieved from Monte Carlo simulations that are the real objective function value, not normalized.  

Figure 8a (F1) indicates the results achieved for the eleven algorithms when the F1 Griewank function is applied. 

From Figure 8a (F1), we can conclude that the MSEO during the process of optimization is better than the original 

SEO. Hence, MSEO showed almost the same fast convergence rate, as well as it outperformed in all generations. 

MSEO and SEO are the best than the other algorithms during the total process of searching. 

Figure 8b (F2) indicates the optimization results for the F2 Sphere function. Besides, MSEO emerges as best among 

all the other algorithms during all processes of optimization. 

Figure 8c (F3) illustrates the optimization results for the F3 Sum Squares function. Obviously, MSEO, and SEO 

have the same convergence rate during the total optimization process except in the first iteration of 25 iterations in this 

unimodal function. Eventually, GA, ABC, and FA find the global minimum, respectively. 

Figure 8d (F4) displays the optimization outcomes for the F4 Sum Squares function. Noticeably, MSEO and SEO 

have the same convergence rate during the total optimization process in this unimodal function. Generally, the MSEO 

algorithm is more robust than other metaheuristic algorithms at the 25 iterations. 

Figure 8q (F5) demonstrates the optimization results for the ‘F5 Rotated Discus Function’ function. Hence, it is clear 

that MSEO and SEO have the same convergence rate during the total optimization process in this unimodal function. 

All in all, the MSEO algorithm performs better than other proposed algorithms at the 25 iterations. Additionally, BBO 

has the worst efficiency compared to other presented algorithms. 
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q (F5) 

Figure 8. Comparison of the convergence of the various algorithms based on unimodal functions (F1-F5). 

 

Figure 9e (F6) indicates the optimization results for the F6 𝑺𝒄𝒉𝒘𝒆𝒇𝒆𝒍 𝟐𝟐. 𝟐 function. This figure indicates that there 

is a little variance between the performance of FA, HS, PSO, ICA, and BBO for this benchmarking function. As a 

conclusion of this Figure, MSEO is better than basic FA during the optimization process in this multimodal 

benchmarking function at the 25 iterations.  

Figure 9f (F7) indicates the performance obtained for the F7 Shubert3 function. For this multimodal function, MSEO 

is the best than the original SEO and the other proposed algorithms. Here, SEO and MSEO illustrate that the 

convergence rate of these algorithms is lower than other algorithms during all iteration processes. The convergence 

rate of algorithms is lower than other algorithms. But, the speed of convergence of ICA, FA, PSO, ACO, and HS is 

almost the same during all optimization process.  

Figure 9g (F8) indicates the optimization results obtained for the eleven algorithms in the F8 Xin-She Yang N. 4 

function. Clearly, the convergence rate of all algorithms has been decreasing in all iterations processes, and the MSEO 

algorithm has a better convergence rate performance than other algorithms. At last, HS and ACO convergence rate is 

almost the same value. 

Figure 9h (F9) indicates the optimization results for the F9 Quratic function. Obviously, MSEO has the fastest 

convergence rate for finding the global minimum. BBO ACO, HS, FA, and ICA are not close in the maximum number 

of iterations at this function, which the process is as follows:  first, the convergence rate is strongly descending at the 

first iterations, and second, the convergence rate is slowly declining at the last iterations. Eventually, MSEO was 

significantly the best of all other proposed algorithms during all processes. 

Figure 9i (F10) shows the optimization results for the F10 Periodic function. This figure shows that MSEO is slightly 

superior to original SEO during the optimization process in the multimodal benchmarking function. Also, the 

convergence rate of the MSEO algorithm is better than other algorithms. On the other hand, the convergence rate of 

the ICA, ABC, and PSO algorithms is almost close and the same. It is clear that MSEO outperforms better than the 

other algorithms during the process of iterations. 

Figure 9j (F11) demonstrates the optimization results for the F11 𝑄𝑖𝑛𝑔 function.  This figure shows that MSEO is 

superior to the main SEO during the optimization process in the multimodal benchmarking function. Furthermore, the 

convergence rate of the MSEO algorithm is more powerful than other algorithms. On the other hand, the convergence 

rate of the BBO, ACO, HS, and FA algorithms is almost close and the same. It is manifested that MSEO outperforms 

better than the other algorithms during the process of iterations. As a result, MSEO is more reliable than other proposed 

algorithms to find optimal solutions. 
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Figure 9. Comparison of the convergence of the various algorithms based on multimodal functions (F6-F11). 
 

 

Figure 10k (F12) indicates the optimization results for the F12 Rosenbrock function. From this Figure, we could see 

that MSEO is slightly superior to the original SEO during the optimization process in this n-dimension multimodal 

benchmarking function. Clearly, MSEO and SEO outperform all the other proposed algorithms in this benchmarking 

function. In addition, the convergence rate of GA, FA, BEEs, ICA, SEO, ABC, PSO, and MSEO algorithms is almost 

the same during all iterations. But, the convergence rate of HS, ACO, and BBO algorithms is sharply declining during 

the initial iterations and the convergence rate is fixed during the last iterations. Eventually, the MSEO algorithm is 

better than the other algorithms in terms of convergence rate during the optimization process in this benchmark 

function. 

Figure 10l (F13) indicates the optimization results for the F13 Salomon function. In this Figure, MSEO is the 

slightest superior to the SEO during the optimization process in this n-dimension multimodal benchmarking function. 
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The convergence rate of all algorithms is almost the same except for the ICA.  Eventually, the MSEO finds the global 

minimum during all iterations. 

Figure 10m (F14) illustrates the optimization outcomes for the F14 𝑨𝒍𝒑𝒊𝒏𝒆 𝑵. 𝟐 function.  In this Figure, the MSEO 

algorithm is more robust and the best compared to the other presented algorithms. Also, the ACO is very weak as 

opposed to the other suggested algorithms, while the convergence of the ABC, PSO, HS, FA and SEO algorithms are 

very close. 

Figure 10n (F15) indicates the optimization results for the F15 𝑨𝒄𝒌𝒍𝒆𝒚function. The behavior of algorithms is the 

same except for in this Figure. However, the MSEO algorithm shows that it is more efficient during 25 iterations. 

As such, Figures 11-13 display the mean normalized results of the proposed algorithms. From Figures 11-13, it is 

clear that the MSEO algorithm is better than the other proposed algorithms at finding objective function minimum on 

the ten test benchmark functions. Besides, SEO is the second most effective, performing best on the other ten of the 

ten benchmarks when multiple runs are made.  
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Figure 10. Comparison of the convergence of the various algorithms based on n-dimension multimodal functions (F12-F15). 
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Figure 11. The mean normalized results of F1-F5 benchmark functions. 

 

 
Figure 12. The mean normalized results of F6-F11 benchmark functions. 
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Figure 13. The mean normalized results of F12-F15 benchmark functions. 

 

In this regard, first of all, the metaheuristic algorithms have been tuned in this comparison. Hence, the methods have 

been run for 25 iterations and the best (B), the worst (W), the average (M), and also the standard deviation (SD), are 

mentioned and shown in Table 8. Therefore, the dimension (𝐷 = 25) for each benchmarked function is considered. 

This comparison is according to the equal number of fitness evaluations. All comparative algorithms have been run for 

a maximum of 25 iterations (𝑖.𝑒. GA, FA, HS, ABC, PSO, ICA, ACO, BBO, BEEs, SEO, and MSEO). From Table 8, 

it is clear that the improved version of SEO has better ranks than the other methods. In all of the test problems, MSEO 

algorithm indicates the best value. Eventually, the MSEO is the best in the total ranking by 1.2 on average of rank as 

indicated in Table 8.  

Moreover, to highlight the performance of the algorithms, statistical analyses have been done. The means plots and 

Least Significant Difference (LSD) for all methods for benchmark functions (F1-F15), has been provided as seen in 

Figure 14. All statistical results prove that our MSEO not only performs better than the original version but is also 

stronger and more robust than the other algorithms. Additionally, the Standard Deviation (SD) for the proposed 

algorithms for benchmark functions (F1-F15), has been provided in Figure 15 which shows that MSEO algorithm has 

a better performance in all benchmark functions except for the F7 algorithm. Our findings show that the MSEO is more 

capable of solving the problem, takes less running time, and has better convergence than other algorithms.  
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Table 8. The outcomes of methods in benchmark during 25 run times (B=best, W=worst, M=mean, SD=standard deviation, 

D=dimension, R=rank) 
Function D  GA FA HS PSO ACO ABC BEEs ICA SEO BBO MSEO 

F1 25 
W 0.22483 0.39711 0.68706 0.33521 0.45136 0.12772 0.16381 0.9564 0.10343 0.04503 0.02783 

  M 0.10156 0.10822 0.34516 0.10534 0.32400 0.12772 0.03138 0.14736 0.046327 0.12172 0.006592 

  B 0.0565 0.0716 0.0838 0.0285 0.29407 0.12772 0.0106 0.00116 0.002935 0.04503 0.000251 

  SD 
0.05253 0.08741 0.17557 0.10636 0.06117 

2.83279

E-17 
0.04167 0.21778 0.041621 0.10741 0.010703 

  R 4 6 11 5 10 8 2 9 3 7 1 

F2 25 W 6.6405 21.44 23.9754 21.5401 35.9578 12.464 21.5401 19.9432 3.8124 10.9138 2.6783 

  M 0.7589 5.17179 8.13069 1.48597 5.2235 1.80563 1.54597 3.09479 3.858016 2.43153 0.485005 

  B 0.0309 0.00273 4.8931 0.00307 0.03077 0.02331 0.00307 0.00716 8.1262 0.00289 0.000342 

  SD 1.59510 6.45081 6.35481 4.72884 9.74322 3.41128 4.72884 5.39911 2.580504 3.66356 0.698964 

  R 2 9 11 3 10 5 4 7 8 6 1 

F3 25 W 7.3588 36.2939 64.4675 57.7401 85.7818 28.3936 102.206 55.0187 5.35678 72.0458 2.67833 

  M 1.14623 11.2369 16.3565 4.59028 9.88651 3.03060 10.9026 6.04128 0.94958179 9.69499 0.424471 

  B 0.00507 0.03156 6.0506 0.01483 0.05698 0.04650 0.00628 0.01465 0.00003489 0.00844 0.000141 

  SD 2.08211 11.6359 18.8296 13.1379 17.6495 5.67990 26.0289 13.0551 1.65995342 18.2995 0.685968 

  R 3 10 11 5 8 4 9 6 2 7 1 

F4 25 W 0.21241 0.25691 0.42239 0.51843 0.63146 0.12319 0.01676 0.25655 0.126714 0.03061 0.004543 

  M 0.30457 0.60384 0.37760 0.20381 0.23488 0.21043 0.26929 0.35286 0.2567859 0.00513 0.0237323 

  B 0.00517 0.12559 0.12326 0.14051 0.03173 0.02245 0.23441 0.56720 0.670211 0.12331 0.0034632 

  SD 0.13459 0.03862 0.16684 0.23580 0.05312 0.16553 0.09372 0.23173 0.141516 0.15854 0.0215451 

  R 5 3 9 11 2 8 4 10 6 7 1 

F5 25 W 0.4682 17.124 5.1872 6.10344 0.71238 2.81118 18.2341 1.97664 0.31248 13.5891 0.12302 

  M 0.17093 16.561 4.9134 5.15671 0.42851 2.36492 17.9804 0.54946 0.12313 11.2855 0.08123 

  B 0.09988 0.01279 0.05643 0.02788 0.03075 0.01036 0.07865 0.10222 0.02782 0.23411 0.000127 

  SD 0.10846 0.23037 0.11128 0.16965 0.19853 0.18068 0.24781 0.62398 0.079823 0.14993 0.042981 

  R 3 10 4 6 8 7 11 9 2 5 1 

F6 25 W 47.044 80.6069 65.2467 70.2204 58.6524 49.772 51.5811 78.267 23.8124 75.0101 12.6783 

  M 13.2843 30.5370 38.6471 22.0893 27.1389 21.5183 6.60728 23.8042 4.338016 6.65684 1.245005 

  B 3.8782 20.3127 17.514 5.2534 17.4363 15.9548 1.1462 3.9756 2.1262 2.0033 0.00034 

  SD 9.06943 16.7419 15.2297 18.0933 11.2999 9.89273 12.1051 18.5859 4.715309 14.4077 2.976578 

  R 5 10 11 8 9 6 3 7 2 4 1 

F7 25 W -24.723 -28.831 -28.060 -31.761 -31.737 -31.440 -35.363 -34.091 -41.8124 -27.022 -53.1458 

  M -64.946 -41.797 -44.300 -42.423 -36.880 -47.525 -70.203 -56.362 -80.1935 -57.449 -87.5408 

  B -73.218 -44.021 -49.023 -58.547 -39.732 -49.003 -74.124 -73.462 -97.5126 -73.277 -101.001 

  SD 14.2171 3.63729 5.67600 7.62995 3.88131 3.80698 9.17394 12.8511 15.39355 15.1525 15.30392 

  R 4 10 8 9 11 7 3 5 2 6 1 

F8 25 W 0.01241 0.03191 0.02249 0.01633 0.01906 0.03359 0.01676 0.01055 0.012314 0.03061 0.004556 

  M 0.00327 0.00384 0.00761 0.00411 0.00988 0.01066 0.00159 0.00286 0.009359 0.00513 0.0007304 

  B 
0.00017 

5.75E-

05 
0.00306 8.6E-05 0.00473 0.00206 

1.08E-

05 

1.86E-

06 
1.12E-05 

3.35E-

05 
0.0000032 

  SD 0.00389 0.00862 0.00684 0.00580 0.00702 0.00553 0.00372 0.00363 0.011516 0.00854 0.0015223 

  R 4 5 8 6 10 11 2 3 9 7 1 

F9 25 W 192.990 520.425 532.004 87.7845 770.224 89.4591 420.736 782.369 134.8124 855.437 64.6783 

  M 9.93390 97.9624 173.051 5.41325 72.4739 12.3063 43.2415 46.2033 6.735537 72.1818 3.38158 

  B 0.58081 0.89379 27.2352 1.1432 0.91713 1.8525 0.87245 1.1105 0.017365 1.168 0.000122 

  SD 38.2965 152.400 207.032 17.2389 192.739 26.3516 104.980 158.293 26.75777 218.465 12.86541 

  R 4 10 11 2 8 5 6 7 3 9 1 

F10 25 W 1.3712 1.8563 1.7314 1.6294 1.8087 1.6193 1.4409 1.6416 1.1124 1.7128 1.006231 

  M 1.06858 1.08884 1.27435 1.23603 1.27307 1.17844 1.03009 1.05930 1.066016 1.11892 1.015763 

  B 1.0097 1.0012 1.0962 1.0548 1.2265 1.10434 1.00311 1.00013 1.001755 1.0038 1.004345 

  SD 0.09634 0.21862 0.21786 0.16711 0.16120 0.15310 0.09072 0.13735 0.181685 0.15988 0.026148 

  R 5 6 11 9 10 8 2 3 4 7 1 

F11 25 W 162.231 470.421 367.124 92.7818 856.224 231.421 378.721 877.321 254.8674 931.317 78.6124 

  M 154.439 121.934 181.211 32.4221 215.132 65.3356 103.262 112.793 29.73247 178.183 16.32458 

  B 0.34681 0.56881 19.2282 2.1766 0.82331 1.8785 2.08765 1.0455 0.012685 1.6321 0.006743 

  SD 45.4332 231.215 167.211 19.2345 245.677 34.3236 78.233 133.873 18.75247 212.455 18.83211 

  R 5 10 8 3 11 4 6 7 2 9 1 

F112 25 W 624.008 4254.07 32846.7 2521.8 27284.0 9435.52 2931.68 7455.94 2134.334 21516.2 1357.678 

  M 88.4305 558.601 6649.69 128.067 3804.98 639.170 235.674 666.597 322.8058 1579.39 253.012 

  B 3.1196 156.501 451.835 2.2669 32.6642 36.2161 1.1472 0.00716 1.029348 3.3772 0.000342 

  SD 136.327 970.247 10206.8 501.745 8143.1 2004.53 649.323 1703.98 637.8187 4647.17 469.1506 

  R 1 6 11 2 10 7 3 8 5 9 4 

F13 25 W 0.4682 0.58178 1.0097 0.47006 0.7038 0.81118 0.50938 1.97664 0.3124 0.5891 0.21783 

  M 0.17093 0.40717 0.71032 0.14263 0.42851 0.36492 0.36551 0.54946 0.11139 0.27858 0.074728 

  B 0.09988 0.39987 0.47471 0.09988 0.30785 0.1036 0.29987 0.10222 0.01262 0.19993 0.000342 

  SD 0.10846 0.03637 0.16084 0.09135 0.13853 0.20468 0.08606 0.62398 0.080995 0.11993 0.057608 

  R 3 6 10 4 8 9 5 11 2 7 1 

F14 25 W 10.3421 42.3449 72.4877 69.7421 101.458 67.2331 156.233 78.0234 9.27878 96.2341 5.54323 
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  M 1.65341 7.3211 8.3788 5.23312 11.8352 4.45330 14.3045 17.8128 0.565813 13.6799 0.345472 

  B 0.04561 0.45156 0.6706 0.45883 0.82398 0.81632 0.45213 0.67426 0.005681 0.68044 0.003451 

  SD 3.56112 12.4559 16.8577 7.1567 16.6345 7.63210 23.7829 15.3251 2.3445342 21.2385 0.365918 

  R 3 6 9 4 8 5 11 7 2 10 1 

F15 25 W 126.321 156.789 212.457 98.7421 276.421 176.561 321.025 138.531 56.78809 278.251 26.50212 

  M 23.6211 19.2891 34.4531 15.3412 35.6512 13.2173 56.0988 16.3211 4.450912 29.5671 2.32086 

  B 2.12451 7.42316 14.8701 11.4533 10.4568 26.3231 21.4543 12.4502 0.560981 17.6831 0.23011 

  SD 6.34450 15.7651 21.3201 6.1217 4.2137 7.63210 18.781 5.4390 3.56332 16.2321 1.05672 

  R 6 8 11 5 4 7 10 3 2 9 1 

Avg. of rank   3.8 7.67 9.6 5.47 8.47 6.73 5.4 6.2 3.6 7.3 1.2 
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Figure 14.  The Means plot and LSD intervals for the proposed methods in equal number of fitness 

evaluations for benchmark functions (F1-F15). 
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Figure 15. The SD for the proposed methods in an equal number of fitness evaluations for benchmark 

functions (F1-F15). 

 

4.1 The parameter sensitivity test for MSEO 
 In this section, sensitivity analyses have been performed on the parameters of the MSEO to investigate 

the behavior of the presented 15 benchmark function models. The MSEO algorithm is recognized as 

the most robust and the most efficient metaheuristic in this study. A set of changes including the rate of 

collecting data, rate of the connecting attacker, number of connections, the weight of defender, and 

weight of attacker for proposed 15 benchmark function models are analyzed. The analysis is divided 

into five instances, namely, I1 to I5 as shown in Table 9. Furthermore, all outcomes mean for 25 

iterations are indicated in Table 10 and Figure 16. 

 

Table 9. The sensitivity analysis on the parameters of MSEO 

Parameters I1 I2 I3 I4 I5 

Rate of collecting data 0.2 0.3 0.4 0.5 0.6 

Rate of connecting attacker 0.08 0.15 0.2 0.25 0.3 

Number of connections 50 60 70 80 90 

Weight of defender 45 55 65 75 85 

Weight of attacker 65 75 85 95 100 

 

Table 10. The results of the benchmark functions of the MSEO algorithm 

Instances F1 F2 F3 F4 F5 F6 F7 F8 

I1 0.006592 0.485005 0.424471 0.0237323 1.34214 1.245005 -87.5408 0.0007304 

I2 0.01244 0.96771 0.56032 0.0765662 2.45617 2.54412 -68.76 0.005662 

I3 0.34512 1.56321 0.96543 0.234065 2.98071 4.63211 -54.12 0.078943 

I4 1.56091 2.34098 1.45076 0.791203 3.40912 6.67912 -47.54 0.560912 

I5 2.7812 4.45712 3.78923 2.543219 7.29817 9.40981 -31.15 1.542301 

Instances F9 F10 F11 F12 F13 F14 F15  

I1 3.38158 1.015763 16.32458 253.012 0.074728 0.345472 2.32086  

I2 5.67731 2.34401 18.5778 344.2331 0.23042 0.788091 3.577021  

I3 7.04512 4.21309 23.1209 344.2331 1.43891 1.054109 5.345501  

I4 9.45326 6.45098 25.54309 408.45671 3.43891 4.64312 7.892341  

I5 12.87023 8.78923 37.5678 510.5431 7.76541 8.89212 11.678031  
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Figure 16. The behavior outcomes of the MSEO algorithm in benchmark functions (F1-F15). 
 

According to Table 10 and Figure 16, it can be concluded that the benchmark functions (F1-F15) of 

the MSEO algorithm increase by increasing the amount of these parameters. 

5. Engineering applications 
In this section, four engineering application instances are presented to prove the proper performance of 

the proposed algorithm. The first case is taken from Ghasemi et al. [52] who presented a mathematical 

model according to the location and allocation problems of the shelters for earthquake evacuation 
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planning. The second case is taken from [53] who designed a new pharmaceutical supply chain network 

under uncertainty. The next case is from Fathollahi-Fard et al. [12] who formulated a scheduling 

problem of trucks in a cross-docking system. Finally, the last example is taken from Goli et al. [54] who 

considered a production planning problem under uncertainty. Before introducing the cases, the 

assessment metrics are as follows: 

 

5.1. Assessment metrics 

- Mean Ideal Distance (MID) [50, 51]: The goal of the MID is the distance between the Pareto 

optimal solutions. This metric is formulated based on Eq. (17). 

𝑀𝐼𝐷 =

∑𝑖
𝑛√(

𝑓1𝑖 − 𝑓1
𝑏𝑒𝑠𝑡

𝑓1,𝑡𝑜𝑡𝑎𝑙
max − 𝑓1,𝑡𝑜𝑡𝑎𝑙

min )2 + (
𝑓2𝑖 − 𝑓2

𝑏𝑒𝑠𝑡

𝑓2,𝑡𝑜𝑡𝑎𝑙
max − 𝑓2,𝑡𝑜𝑡𝑎𝑙

min )2

𝑛
 

(17) 

where 𝑓𝑗𝑖 indicates the value of 𝑗th objective for the 𝑖th solution in Pareto frontier and  

𝑓𝑗,𝑡𝑜𝑡𝑎𝑙
𝑚𝑖𝑛  and 𝑓𝑗,𝑡𝑜𝑡𝑎𝑙

𝑚𝑎𝑥  illustrate the minimum and maximum amounts of the 𝑖th objective 

between solutions in the Pareto frontier. In addition, 𝑛 represents the number of Pareto 

solutions. Low values of this metric indicate high performance and quality. 

- Spacing Metric (SM) [53]: The SM demonstrates the uniformity of the spread of the non-

dominated set of solutions. The SM metric is computed according to Eq. (18). 

𝑆𝑀 =
∑𝑖=1

𝑛−1 |𝑑𝑖 − 𝑑
−

|

(𝑛 − 1)𝑑
−

 

(18) 

Where 𝑑̅ indicates the average Euclidean distance and 𝑑𝑖 is the Euclidean distance between 

two adjacent Pareto solutions. Lower values of SM indicate higher efficiency. Hence, 

when SM is close to zero, the distance among all the adjacent solutions will be equal. 

 

- Spread of Non-dominance Solution (SNS) [53]: The higher value of these metrics brings the 

better performance. This metric is formulated by the following equation: 

              𝑆𝑁𝑆 = √
∑ (𝑀𝐼𝐷 − ∑ 𝑓𝑖

𝑗𝜌𝑜𝑏𝑗

𝑗=1
𝑁𝑃𝑆
𝑖=1 )2

𝑁𝑃𝑆 − 1
 

(19) 

 

It should be noted, NPS is the number of Pareto solutions for the algorithm. 𝑓𝑖
𝑗
 is the 𝑖𝑡ℎ solution 

and 𝑗𝑡ℎ objective function and the𝜌𝑜𝑏𝑗 is the number of the objective function. 

 

- The Relative Percentage Deviation (RPD) [45, 51, 53]: The RPD is shown as follows: 

 

         𝑅𝑃𝐷 =
|𝐴𝑙𝑔𝑠𝑜𝑙 − 𝑀𝑖𝑛𝑠𝑜𝑙|

𝑀𝑖𝑛𝑠𝑜𝑙
 

(20) 

 

where 𝐴𝑙𝑔𝑠𝑜𝑙 represents the value of objective in individual trials, also 𝑀𝑖𝑛𝑠𝑜𝑙 shows the best solution 

among all trials. 

- Number of Partial Solutions (NPS) [45]: NPS shows the number of solutions in Pareto front 

for each algorithm, the bigger NPS is more appropriate. 

 

5.2. Case 1: Location-allocation problem for earthquake evacuation planning 
Ghasemi et al. [52] proposed a multi-objective, multi-echelon, multi-commodity, and multi-period 

model for earthquake evacuation planning. Their main goals have been to minimize the cost of location 
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and allocation of facilities to distribution centers and to minimize the shortage of relief commodities. 

Their proposed model is solved by utilizing modified multiple-objective particle swarm optimization 

(MMOPSO) and Non-Dominated Sorting Genetic Algorithm-II (NSGA-II) algorithms. The case study 

was considered in region 1 of Tehran/Iran. Then, to assess the efficiency of their suggested model, two 

assessment metrics, MID (Mean Ideal Distance) and SM (Spacing metric) have been used. 

Table 11 illustrates the outcomes comparing the NSGA-II and MMOPSO methods with the proposed 

MSEO algorithm. As can be seen, the results of MID and SM metrics are reported for 10 Pareto points. 

The average MID metric for NSGA-II, MMOPSO, and MSEO algorithms are 4.012, 3.921, and 3.901, 

respectively, which shows the superiority of the MSEO over the other two algorithms. Also, the average 

SM metric for NSGA-II, MMOPSO, and MSEO algorithms are 0.345, 0.338, and 0.336, respectively, 

which shows more efficiency of the MSEO method than the other two methods. Therefore, the 

computational (CPU) time of the MSEO with an average of 15.1  seconds is better than the other two 

algorithms. 

Table 11. Metrics obtained for each algorithm (Case1 ( 

  

5.3. Case 2: Pharmaceutical supply chain network design 

Goodarzian et al. [53] designed a multi-objective, multi-period, and multi-product mathematical model 

for the pharmaceutical supply chain network. A production-distribution-purchasing-ordering-inventory 

holding-allocation-routing is considered under uncertainty. Their main aim has been to minimize supply 

chain costs, minimize pharmaceutical delivery time, and maximize route reliability. To solve their 

proposed model, multi-objective social engineering optimization (MOSEO), multi-objective simulated 

annealing (MOSA), multi-objective Keshtel algorithm (MOKA), and multi-objective firefly algorithm 

(MOFFA) algorithms have been utilized. MID (Mean Ideal Distance) and (SNS) spread of non-

dominance solution metrics were used to prove the performance of the metaheuristic algorithms. 

Moreover, a comparison of the efficiency assessment metrics of the proposed methods is shown in 

Table 12. The considered problem for 10 Pareto points is solved. The first five was related to small-

scale problems and the second five were relevant to large-scale problems. As it is known, the CPU time 

to solve the model with the MSEO algorithm for all cases was less than other algorithms. Likewise, the 

MSEO is better than other methods in all cases in terms of MID and SNS metrics. Therefore, it can be 

said that in general, the MSEO algorithm has performed better than MOSEO, MOSA, MOKA, and 

MOFFA algorithms. 

 

 

 

 

 

 

 

No NSGA-II MMOPSO MSEO 

MID SM Time (s) MID SM Time(s) MID SM Time(s) 

1 2.259 0.192 3 2.257 0.188 3 2.255 0.187 3 

2 2.392 0.198 5 2.349 0.192 5 2.345 0.190 5 

3 2.672 0.225 7 2.610 0.219 6 2.606 0.217 6 

4 2.989 0.238 15 2.933 0.232 9 2.929 0.231 8 

5 3.426 0.250 19 3.386 0.245 12 3.382 0.245 11 

6 4.933 0.420 25 4.875 0.416 16 4.825 0.415 14 

7 4.995 0.450 31 4.903 0.443 21 4.891 0.440 18 

8 5.326 0.467 40 5.100 0.450 25 5.080 0.447 23 

9 5.521 0.486 66 5.289 0.479 32 5.246 0.475 28 

10 5.615 0.528 79 5.511 0.518 38 5.459 0.515 35 

Ave 4.012 0.345 29 3.921 0.338 16.7 3.901 0.336 15.1 
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Table 12. Metrics obtained for each algorithm (Case2 ( 

 

5.4. Case 3: Truck scheduling problem in a cross-docking system 

Fathollahi-Fard et al. [12] formulated a truck scheduling problem in a cross-docking system. Their 

proposed model was to determine the scheduling of the truck sequence in the receipt and delivery of 

commodities. They presented four different versions of the SEO algorithm to solve their proposed 

model. Each version of SEO includes a change in weights on the SEO features using changes in search 

strategies. Accordingly, firstly, the MSEO-1 algorithm is presented and changes are made in the training 

and retraining phase. Thereafter MSEO-2 algorithm is considered as a new spot for the defender. Then, 

the MSEO-3 algorithm is proposed as a dynamic parameter for the number of attacks. The proposed 

algorithms are then combined to generate a new algorithm. For example, the hybridization of MSEO-1 

and MSEO-2 algorithms leads to the MSEO-12 algorithm. The hybridization of MSEO-1 and MSEO-

3 algorithms leads to the MSEO-13 algorithm. Finally, the hybridization of MSEO-1, MSEO-2, and 

MSEO-2 algorithms leads to the MSEO-123 algorithm. 

Table 13 demonstrates a comparison of the assessment metrics of the proposed algorithms. The lower 

the Relative Percentage Deviation (RPD) metric, the better the algorithm. The Gap metric is also 

calculated based on the equation Gap = (Zal − Zbest)/Zbest. As can be seen, their model has been 

solved by 10 problems with different sizes as well as the results of RPD, Gap, and CPU time criteria 

have been reported. The CPU time of the MSEO algorithm has been better for all cases than other 

suggested algorithms. For instance, the first CPU time for the MSEO approach was 1608.5 seconds and 

for the MSEO-13, MSEO-12, MSEO-123, and SEO-2 approaches were 1693.2, 1616.6, 1643.0 and 

1670.9 seconds, respectively. In this regard, GAP and RPD values in MSEO show better performance 

than other algorithms and the outcomes show the superiority of this method over other algorithms. 

Table 13. Metrics obtained for each algorithm (Case3 ( 

 

5.5. Case 4: Production planning under uncertain seasonal demand 

Goli et al. [54] suggested a multi-objective and multi-period model of integrated production planning 

considering seasonal demand. The purpose of their model was to decrease the costs of outsourcing 

production, maintenance, and shortages along with maximizing customer satisfaction. The NSGA-II 

and multi-objective invasive weed optimization algorithm (MOIWO) was used to solve their proposed 

model. In order to increase the effectiveness of their suggested algorithms, their parameters were 

N

o 

MOSEO MOSA MOKA MOFFA MSEO 

MID SNS Time 

(s) 

MID SNS Time 

(s) 

MID SNS Time 

(s) 

MID SNS Time 

(s) 

MID SNS Time 

(s) 

1 910.2 828520.4 18.3 1235.1 1236566 25.2 917.3 841554.7 22.4 881.8 777587.5 15.6 875.3 777432.4 15.5 

2 693.1 480500.3 25.1 1581.9 144671.8 38.5 850.4 723212.9 29.3 837.2 700957.7 19.4 686.1 140214.6 17.2 

3 784.7 615758.1 31.1 1879.8 167433.2 48.8 629.1 395844.5 38.3 732.3 536283.8 28.1 612.6 165507.9 25.3 

4 826.2 682759.9 67.3 2153.0 1902322 86.7 840.2 536454.2 61.5 749.3 561513.7 50.4 735.4 531438.5 46.9 

5 902.5 814553.8 94.2 2489.2 2256635 103.2 840.2 705946.6 86.3 866.8 751509.4 80.1 812.9 700981.4 71.3 

6 1724.5 2974066 877.2 2623.7 5445627 1146.4 1408.0 1982711 843.0 1985.9 3944102 653.2 1401.7 1893685 624.0 

7 2104.2 4427908 1224.3 2891.7 7145901 1443.3 1874.1 3512375 1153.2 2059.0 4239581 732.7 1837.4 3485102 711.7 

8 2104.2 4427908 1659.2 3231.0 8943403 2091.7 2331.1 5434424 1336.1 2008.6 4034569 1142.2 1998.8 4007198 1125.5 

9 2132.4 4547205 1966.4 3742.6 9312340 2744.4 2243.7 5034456 1778.8 2111.8 4459874 1209.2 2075.5 4445120 1193.4 

10 1969.6 3879616 2423.2 3972.3 9753098 3277.3 2007.2 4029147 2261.2 1946.7 3789905 1383.1 1922.4 3742158 1347.6 

N

o 

MSEO-13 MSEO-12 MSEO-123 SEO-2 MSEO 

RPD GAP Time 

(s) 

RPD GAP Time 

(s) 

RPD GAP Time 

(s) 

RPD GAP Time 

(s) 

RPD GAP Time 

(s) 

1 0.061 0.08751 1693.2 0.047 0.03833 1616.6 0.034 0.055287 1643.0 0.072 0.07321 1670.9 0.029 0.03819 1608.5 

2 0.055 0.02746 1620.3 0.053 0.07123 1689.3 0.030 0.051233 1657.7 0.078 0.09485 1726.5 0.024 0.02713 1614.4 

3 0.059 0.06413 1459.9 0.045 0.03728 1423.1 0.033 0.052827 1444.4 0.068 0.02303 1403.6 0.027 0.02224 1394.7 

4 0.057 0.02645 1795.2 0.039 0.02631 1795.0 0.029 0.023178 1789.5 0.081 0.09152 1909.0 0.025 0.02309 1775.5 

5 0.055 0.02794 1623.1 0.042 0.03865 1640.0 0.037 0.024892 1618.3 0.086 0.06293 1678.3 0.030 0.02598 1610.6 

6 0.060 0.03199 1595.4 0.040 0.03139 1594.5 0.035 0.031237 1594.2 0.084 0.03348 1597.7 0.032 0.03125 1590.0 

7 0.072 0.05662 1621.9 0.048 0.05093 1613.1 0.040 0.051507 1614.0 0.075 0.06206 1630.2 0.036 0.05011 1607.1 

8 0.071 0.05623 1610.7 0.050 0.05065 1602.2 0.048 0.024155 1561.8 0.068 0.10109 1679.1 0.045 0.02245 1521.4 

9 0.076 0.08758 1602.0 0.059 0.07964 1590.3 0.043 0.023209 1507.1 0.078 0.10190  1623.1 0.039 0.02197 1506.9 

10 0.080 0.10709 1607.5 0.064 0.11814 1623.5 0.038 0.032734 1499.5 0.082 0.10145 1599.3 0.035 0.03063 1385.3 
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estimated by the Taguchi approach. Mean Ideal Distance (MID), Number of Partial Solution (NPS), 

and Rate of Achievement to two objectives Simultaneously (RAS) metrics were also used to assess the 

efficiency and performance of their proposed algorithms. 

Table 14 displays the outcomes comparing the NSGA-II and MOIWO with the developed MSEO 

algorithm for 10 Pareto points resulting from model solving. The average MID metric for NSGA-II, 

MOIWO, and MSEO algorithms are 125247.5, 123750.8, and 120495.10, respectively. The average 

NPS metric for NSGA-II, MOIWO, and MSEO algorithms are 97.4, 22.00, and 111.30, respectively. 

Finally, the average RAS metric for NSGA-II, MOIWO, and MSEO algorithms are 0.20, 0.16, and 

0.13, respectively. It is clear that the MSEO shows more quality than the other two algorithms in terms 

of MID, NPS, and RAS assessment metrics. 

Table 14. Metrics obtained for each algorithm (Case4 ( 

 

5.6. Statistical test 

The Wilcoxon signed-rank test is a non-parametric statistical test that is employed to assess the 

similarity of two samples related to the ranking scale. This test indicates whether the achieved 

modification by MSEO is statistically significant or not. This test is conducted based on comparing the 

outcomes of the MSEO algorithm and other algorithms at a significance level of 5%. Table 15 illustrates 

the calculated p-values by this test. Values of p-values less than 0.05 show that the zero hypothesis is 

rejected. This means that at the 5% level there is a significant difference between the MSEO algorithm 

and other algorithms. As can be seen, the calculated p-values were below 0.05. Therefore, the calculated 

values statistically confirm the achieved modification by MSEO. Then, it can be said that the results of 

solving the MSEO approach have superior and more robust than other proposed algorithms in this paper. 

 

Table 15. P-values of the Wilcoxon test of MSEO function approximation outcomes versus other algorithms (p 

≥ 0.05 are underlined) 

6. Conclusion, limitation, and future works  
This paper developed a modified metaheuristic method called MSEO for a set of benchmarked 

optimization problems by using a new adjust operator based on a novel defender and attacker 

assessment criteria. This idea determined the weight of each defender and attacker. The main goal was 

to better balance the search accuracy, running time, convergence speed as well as to develop a new 

No NSGA-II MOIWO MSEO 

MID NPS RAS MID NPS RAS MID NPS RAS 

1 2128.40 99.00 0.45 2392.87 29.00 0.50 2115.67 107.00 0.39 

2 9901.84 97.00 0.34 10025.83 7.00 0.23 9983.64 114.00 0.21 

3 14960.24 97.00 0.18 17064.71 12.00 0.20 13584.15 110.00 0.16 

4 26614.19 100.00 0.22 29887.93 11.00 0.02 26178.54 126.00 0.02 

5 43885.55 95.00 0.27 43253.99 19.00 0.12 43189.12 103.00 0.12 

6 65925.99 98.00 0.03 65007.11 13.00 0.10 64989.14 109.00 0.04 

7 170150.20 98.00 0.16 172745.85 35.00 0.15 170089.55 105.00 0.12 

8 252032.80 99.00 0.11 256509.70 27.00 0.11 251975.90 115.00 0.11 

9 284951.50 95.00 0.21 273177.90 30.00 0.09 271256.50 113.00 0.08 

10 381924.15 96.00 0.08 367442.31 37.00 0.08 351588.65 111.00 0.08 

Ave 125247.5 97.4 0.20 123750.8 22.00 0.16 120495.10 111.30 0.13 

No Case 1 Case 2 Case 3 Case 4 

NSGA-II MMOPS

O 

MOSEO MOSA MOKA MOFFA MSEO-

13 

MSEO-

12 

MSEO-

123 

SEO-2 NSGA-II MOIWO 

1 3.22E-11 3.39E-11 1.25E-12 1.77E-4 1.42E-3 2.66E-4 6.75E-05 5.29E-05 4.61E-10 6.79E-05 1.86E−03 2.99E−04 

2 3.42E-11 3.40E-11 1.20E-12 1.95E-4 1.46E-3 2.60E-4 6.79E-05 5.23E-05 4.31E-10 6.76E-05 1.79E−03 2.68E−04 
3 3.61E-11 3.62E-11 1.44E-12 1.55E-4 1.12E-3 2.43E-4 6.70E-05 5.23E-05 4.67E-10 6.75E-05 1.92E−03 2.76E−04 
4 3.54E-11 3.76E-11 1.52E-12 1.60E-4 1.74E-3 2.74E-4 6.72E-05 5.29E-05 4.75E-10 6.76E-05 1.65E−03 2.60E−04 
5 3.31E-11 3.44E-11 1.63E-12 1.57E-4 1.15E-3 2.67E-4 6.49E-05 5.24E-05 4.63E-10 6.76E-05 1.44E−03 2.37E−04 
6 3.16E-11 3.19E-11 1.75E-12 1.54E-4 1.12E-3 2.37E-4 6.85E-05 5.27E-05 4.50E-10 6.77E-05 1.55E−03 2.94E−04 
7 3.34E-11 3.84E-11 1.44E-12 1.84E-4 1.15E-3 2.85E-4 6.94E-05 5.36E-05 4.26E-10 6.75E-05 1.79E−03 2.17E−04 
8 3.84E-11 3.45E-11 1.24E-12 1.20E-4 1.19E-3 2.79E-4 6.37E-05 5.27E-05 4.91E-10 6.76E-05 1.92E−03 2.19E−04 
9 3.62E-11 3.63E-11 1.35E-12 1.41E-4 1.13E-3 2.91E-4 6.71E-05 5.20E-05 4.47E-10 6.74E-05 1.82E−03 2.93E−04 

10 3.01E-11 3.28E-11 1.41E-12 1.36E-4 1.10E-3 2.86E-4 6.94E-05 5.26E-05 4.56E-10 6.74E-05 1.47E−03 2.94E−04 
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generation of the algorithm. In addition to the development of a novel adjust operator, MSEO was 

compared with a set of famous and recent algorithms including GA, FA, HS, PSO, ACO, ABC, BEEs, 

ICA, SEO, and BBO algorithms based on 14 benchmark functions covering the characteristics of 

unimodal, multimodal, and n-dimension multimodal. To prove the efficiency and performance of 

MSEO, a series of analyses were conducted. Four engineering application instances were presented to 

prove the proper performance of the proposed algorithm. The first case was according to the location 

and allocation problems of the shelters for earthquake evacuation planning. In this case, the 

computational (CPU) time of the MSEO with an average of 15.1 seconds performs better than the other 

two algorithms (NSGA-II and MMOPSO). The second case designed a new pharmaceutical supply 

chain network under uncertainty. In this case, the MSEO algorithm has performed better than MOSEO, 

MOSA, MOKA, and MOFFA algorithms. Next a scheduling problem of trucks in a cross-docking 

system was formulated. In this case, GAP and RPD values in MSEO showed better performance than 

other algorithms and the outcomes showed the superiority of this method over other algorithms. Finally, 

the last example considered a production planning problem under uncertainty. In this case, the MSEO 

showed more quality than the NSGA-II and MOIWO in terms of MID, NPS, and RAS assessment 

metrics. The outcomes were discussed and analyzed in terms of mean normalized results, convergence 

rate, and standard deviation. The experimental results illustrate that this approach is a feasible and 

effective way of resolving global numerical optimization problems. Most notably, it was observed that 

the MSEO algorithm performed better than all versions of proposed algorithms in the majority of case 

studies.  

The main bounds and limitations of the SEO Algorithm are summarized as follows: The SEO 

algorithm is not able to calculate the global optimum and the local optimum. The SEO Algorithm also 

requires access to a computer system equipped with features such as high RAM and CPU. For future 

works, the proposed MSEO algorithm can be applied to solve other optimization problems, such as the 

optimization of the pharmaceutical supply chain network, vehicle routing, and scheduling problems. 

Additionally, hybridization of proposed algorithms with other evolutionary mechanisms such as 

crossover and mutation operators are possible. Considering the robust measures to propose a robust 

version of the proposed algorithm is another suggestion for future study.  
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