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Introduction

In experimental design for the comparison of
two samples, some pairing may occur result-
ing in paired observations, and there will often
be observations without a pairing, thus being
independent observations. This scenario is re-
ferred to as partially overlapping samples [2].
For the comparison of means, traditional tests
that discard either the paired observations
or the independent observations are com-
pared against new t-tests proposed by [3] that
make use of all of the available data. Cal-
culations are performed as per the tutorial
[5] using the R package ’Partiallyoverlapping’ [1]

Key

Traditional tests discarding data:
T1 Paired samples t-test
T2 Independent samples t-test, assuming equal
variances
T3 Independent samples t-test, Welch’s degrees
of freedom approximation (see [4])
W Wilcoxon test

New test statistics:
Tnew1 Partially overlapping samples t-test,
assuming equal variances [3]
Tnew2 Partially overlapping samples t-test, using
Welch’s degrees of freedom approximation [3]

Results shown are the null hypothesis rejection rates
over 10,000 simulations from the Normal distribu-
tion and the Lognormal distribution, for each pa-
rameter combination of na, nb, nc = (5, 10, 30,
50, 100, 500), and Pearson’s correlation coefficient
-.75:.75(.25). The parameters na, nb, nc are equiv-
alent to the number of independent observations in
Sample 1, the number of independent observations
in Sample 2, and the number of paired observations
respectively. Under the null hypothesis the obser-
vations are generated from populations with equal
means. Under the alternative hypothesis an arbi-
trary 0.5 is added to each Sample 2 observation.

Type I error robustness

How is Type I error robustness
determined?

For a test statistic to be Type I error robust,
when the null hypothesis is true, the p-values
from multiple simulations of the data generation
process for a population distribution will be ap-
proximately uniformly distributed. Therefore for
each parameter combination the null hypothesis
rejection rate at the 5% significance level should
be approximately equal to 5%, or using liberal
robustness criteria, between 2.5% and 7.5%.

Fig. 1: Type I error rates under the Normal distribution

Fig. 2: Type I error rates under the Lognormal distribution

Power

How is the most powerful test
determined?

When the alternative hypothesis is true i.e. the
population means are not equal, the most pow-
erful test is the one which rejects the null hy-
pothesis the most frequently. Power is only fairly
compared for test statistics that maintain Type I
error robustness. Power for all tests statistics is
given for completion, but caution should be ex-
pressed in the interpretation of power for the non
Type I error robust statistics.

Fig. 3: Power under the Normal distribution

Fig. 4: Power under the Lognormal distribution

Conclusion

The statistic Tnew1 is Type I error robust for compar-
ing the means of two samples taken from the same
distribution. When the samples are taken from the
Normal distribution with equal variances, Tnew1 is
the most powerful test statistic. When the samples
are taken from identical non-normal distributions,
for example the Lognormal distribution, Tnew1 has
favorable power relative to other parametric tests.

Additional Research

•Comparison of means when discrete ordinal data is
present. Background research has been concluded
for the non partially overlapping samples scenario
(see [6])

•Comparison of proportions (see [2])
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