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ARTICLE INFO ABSTRACT

In this paper we present a non-contact, impedance-based sensor system capable of characterizing the toxic
response of cells to three different types of toxin. ECV304 cells were treated with 1 mM Hydrogen peroxide, 5%
Dimethyl Sulfoxide, and 10 pg/ml saponin. Impedance spectroscopy was performed over a 2 h period on the cells
within a commercial cell growth chamber, positioned on a pair of measurement electrodes, at frequencies be-
tween 200 and 830 kHz at 10 kHz intervals. Analysis of the impedance data was undertaken using the feature-
extraction technique, Detrended Fluctuation Analysis (DFA). DFA scales the autocorrelation of a non-stationary
signal, such as those generated using impedance spectroscopy for cytotoxicity testing. The correlation between
the average fluctuation of the signal, F(n) (and scaling exponent, @) and a measurement of the cell size from
image analysis was evaluated. The results showed that F(n) and a were strongly related to the changes of the
morphological size of the cells. The results demonstrated that non-contact impedance spectroscopy, coupled
with DFA can be used to monitor cell size in real time.
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1. Introduction

A number of biochemical tests, based on the measurement of colour,
are widely used to evaluate the toxicity of a drug or chemical by as-
sessing viability of cells challenged with a potential toxin. These tra-
ditional approaches involve a number of steps and consequently they
are inappropriate for real time or continuous monitoring. A number of
techniques based on electrical measurements have been developed by
researchers to study and monitor cell behaviour and viability [1-4].
Impedance spectroscopy is one such method and, because it can be
miniaturised and gives instantaneous data, it has the potential be ap-
plied for the continuous monitoring of cells in culture [5-7]. Cytotoxic
changes in cells have been demonstrated using impedance spectroscopy
as a result of exposure to toxins and also viruses [1,5].

Classical methods for analysing data from impedance spectroscopy
to study behaviour of the biological systems have been reported by
many researchers. Commonly these methods used to analyse the im-
pedance signal generated by the cells focus on either time domain or
frequency domain analysis [6,8-12]. However, the analysis of the time
or frequency domains alone can lead to an oversimplified under-
standing of the cells response to toxins. Therefore, Time-Frequency
Representations (TFRs) have been applied to give a more complete
representation of the data generated from monitoring toxin related
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changes in cells [13]. Short Time Fourier Transform (STFT) was used to
discriminate three types of cells (Jurkat, ECV304 and Caco2) [14]. This
work demonstrated that each type of cell generated a unique signal and
STFT was able to distinguish the characteristics of those signals. Fur-
thermore, another TFR technique, the Discrete Wavelet Transform
(DWT) has been used to extract features from Electroencephalogram
(EEG) signals [13,15]. However, the challenge of these TFRs techniques
is that a very large data set is generated; this then requires the appli-
cation of reducing techniques in order to create a smaller, more man-
ageable data package. Wavelet Package Decomposition was also used to
characterise impedance spectroscopy signals from ECV304 cells treated
with Hydrogen peroxide (H,05) [16]. The signals from the cells were
characterised using the coefficients derived from the decomposition
algorithm, which related to the cell morphology. The advantage of this
approach is that it gave a systematic process for characterisation of the
large data sets obtained from cell monitoring experiments using im-
pedance spectroscopy giving a route to automated data analysis.
Other data processing techniques also provide alternatives to ana-
lysing large data sets obtained from biomedical experiments. One such
technique is Detrended Fluctuation Analysis (DFA), which is a statis-
tical method for scaling long-range correlations, Advantages of DFA
over other methods (e.g. spectral analysis and Hurst analysis) are that it
permits the detection of intrinsic self-similarity embedded in a
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seemingly non-stationary time series, and avoids the spurious detection
of apparent self-similarity, which may be an artefact of extrinsic trends.
DFA has been used to analyse biosignals generated by cells and organs,
for example, to investigate the fluctuation properties of an ion channel
[17] and to model patterns of breathing [18]. In another example, DFA
was used in biomedical signal processing for the discrimination of heart
rate variability between children with type 1 diabetes with micro-
albuminuria and healthy children [19].

In this study, a cytotoxicity test was developed using ECV304 cells
to investigate the response to three different toxins and impedance data
was analysed using DFA. Key parameters created using the DFA
method, the fluctuation average F(n) and the scaling exponent, a, were
correlated with cell size changes as observed via microscopy. The toxins
and their concentrations were selected based on their physical prop-
erties and mechanism of toxicity. Toxins used were H,O,, a potent
oxidising agent; Dimethyl Sulfoxide (DMSO), a potent cell differ-
entiating agent; and saponin, a potent membrane permeabilizing agent.
H,0, is used in the food and pharmaceutical industries and is reported
to cause cell damage through direct oxidation of lipids, proteins and
DNA [20,21]. The main applications for DMSO are found in the food,
pharmacy and agrochemicals sectors. A previous study showed that
DMSO changed the morphology of cells and, depending upon the
concentration, reduced the cell viability [22]. Saponins are mostly used
in the pharmaceutical and cosmetic industry. Saponin is a detergent-
like molecule that is able to permeabilise the plasma membrane of the
cells. Saponin penetrates the lipid bilayer structure of the cells and
binds with the cholesterol to lyse cells [23].

2. Materials and methods
2.1. Cells preparation

ECV304 cells, from the European Collection of Cell Cultures (Public
Health England) were seeded at a density of 3 x 10°cells/mL in a
75 cm?® flask in 12mL M199 media (Gibco) supplemented with 10%
foetal calf serum and 2 mL 1-glutamine and maintained in a humidified
incubator at 37 °C with 5% CO?. The medium was changed every 3 days
to feed the cells and monitored daily by microscope to check for con-
fluence, at which point the cell monolayer covers 75-80% of flask
surface. The 70-80% confluence was estimated by observing and
comparing space occupied by the cells with the area that is not occu-
pied by the cells. When confluence was achieved, the cell layer was
washed with Phosphate Buffered Saline (PBS) followed by 1mL of
Trypsin-EDTA solution (0.05% porcine trypsin, 0.2 g/L EDTA) followed
by incubation at 37 °C for approximately 5min to allow the cells to
detach from the flask surface. Once the cells had detached, the trypsin
was neutralised by the addition of 2 mL of growth medium and the cell
density calculated by the Trypan Blue Exclusion method. The cell sus-
pension was diluted to a density of 3 x 10° cells/mL and 2 mL of cell
suspension added to a chamber in a 2-chamber tissue culture plate
(Nunc LAB-TEK II Chambered Coverglass, USA) and maintained at 37 °C
and 5% CO? until cell monolayer covers 100% of flask surface.
Cytotoxicity testing was performed by adding 1 mM H,0,, 5% DMSO
and 10 pg/ml saponin. Images were recorded using Nikon phase con-
trast microscope (Nikon Instruments Inc., USA) at a magnification of
200 at 1, 80 and 120 min for each toxic challenge.

2.2. Instrumentation

Impedance measurements were conducted using the D patterned
electrodes connected to a lock-in amplifier (LIA) [24]. The electrode
was produced using PCB fabrication techniques and comprised a copper
layer coated with 0.1 um gold over 5 pum nickel. The diameter of each
sensor was 22 mm, with 1 mm space between the counter and detecting
electrodes, the total sensor area corresponding to the culture area of the
cell chamber. The D patterned sensor was connected in series with a
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Fig. 1. Circuit diagram of the system and a photograph of the D sensors below
the cell chamber.

10 KQ resistor to limit the current and to achieve a large bandwidth for
the RC circuit. Measurements were performed by connecting the lock-in
amplifier in parallel with the sensors as shown in Fig. 1. The tissue
culture chamber was placed on the D sensor such that the chamber
containing the cells was accurately located above the sensor, but not in
direct contact with the sensor. The base of the tissue culture chamber
was made of borosilicate glass with a thickness of 0.15mm and the
culture area was 4.2 cm?. It was critical that the base of the chamber
incorporated thin glass to ensure that the electric field penetrated into
the cell culture. During the experiments, the D sensors with the cell
chamber were placed in the incubator. The input signal, was a 2 V
square wave signal over a frequency range of 200 to 830 kHz and the
measurement of voltage output from the LIA was facilitated using a
PICOscope. A PICOScope is a real time PC-based digital oscilloscope,
which has function of digital storage oscilloscope, spectrum analyser
and signal generator (Pico Technology, UK). This frequency range was
selected as it had been demonstrated that significant changes in the
impedance spectra occurred on the application of a toxic challenge to
ECV304 cells over this frequency range [25]. Data was acquired for
each data set at 1, 80 and 120 min after either H,O,, DMSO or saponin
had been added. The total data set from each experiment comprised of
64 blocks; sampled from 200 kHz to 830 kHz with an interval 10 kHz.

2.3. Detrended fluctuation analysis

DFA is a statistical technique for scaling long range correlations in a
time series. It quantifies the complexity of signals by first least square
fitting a line to an integrated time series and subtracting that fit (the
mean). Subsequently the root mean square of the fluctuations around
this fit is found and this is repeated for multiple time scales, as de-
scribed below.

For a 1-D time series X(i), i = 1, ...,N, where N is the length of the
time series. The integral of the time series can be computed using fol-
lowing formula:

k
y(k) = D0 (X (D) = Xayg)

i=1 (€]
where X, is the mean value of the time series X(i). The integrated time
series is divided into several windows with length n, the scale of the
window size. In each window, a least square line is applied to obtain
best approximation of data trend or linear approximation of the data.
The average fluctuation F(n) of the signal in the trend can be described
as:

[ N

F(n) = 1( 3 0k -, (02
(RA= @
Different values of n, the data scale, are selected and corresponding
values of F(n) are calculated. To analyse the result, a plot of log F(mn)
versus log n is created and the slope of the data trend from this graph is
determined as the scaling exponent, a. The scaling exponent represents

the autocorrelation of the time series with following criteria:

1. a < 0.5 anti-correlated signal.



Y.A. Djawad, et al. Sensing and Bio-Sensing Research 23 (2019) 100269

(d)

Fig. 2. Images of ECV304 cells with 3 type of toxins (a) Control cells (b) 1 mM H,0, (¢) 5% DMSO (d) 10 pug/ml saponin.
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Fig. 3. Box and whiskers plot of cell size measurement using different types of
toxin.

. a~ 0.5 uncorrelated signal (white noise).

. a > positive autocorrelation in the time series.
. a~ 1/f noise.

. a~ 1.5 Brownian noise or random walk.
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3. Results and analysis
3.1. Image analysis

Images were captured and cell sizes were measured using Image-J
for 10 cells in each image at 1, 80 and 120 min for each type of toxin as
shown in Fig. 2. The cell size was expressed as the measured area from
the image expressed by pixel number.

Fig. 3 shows Box and Whiskers plots of the cell area derived from
the images. For the control cells and those treated with DMSO there was
no significant change in cell size over the 180 min the measurements
were made. Cells treated with H>O, showed a significant reduction in
cell size across the three time points. For cells treated with saponin
there was a significant reduction in cell size between 1 min and 80 min
of exposure (p < 0.01) whereas there was not a significant difference
in the cell size between 80 and 120 min exposure to saponin. This im-
plies that by 80 min the cells had recovered from the stress associated
with the addition of saponin.

3.2. Detrended fluctuation analysis

DFA was conducted on the impedance spectroscopy data obtained
for control cells and those treated with H,O,, DMSO and saponin. The
data used was the difference data obtained from subtracting the spectra
of the media from that of the spectra of the media and cells, as shown in
Fig. 4. The difference spectra were then segmented into 64 data batches
sampled from 200 kHz to 830 kHz with an interval of 10 kHz.

Fig. 5 illustrates the average fluctuation F(n) for ECV304 cells fol-
lowing exposure to the three toxins, and control, for 1, 80 and 120 min
for each scale, i.e. the number of segments the total data set is divided,
each containing a number of 10 kHz data sets. In all cases the magni-
tude of the average fluctuation, F(n), increased with the scale. This is as
expected because as the scale increases the number of data sets used in
the analysis increases. For example, for the control sample, F(n) is
~ 885 when a scale of 6 is used and F(n) = 2795 for a scale of 24. For
all the treatments at 1 min exposure there was a mean 1.85 fold in-
crease in F(n) going from scale 6 to scale 12 and a mean 1.75 fold
increase in F(n) going from scale 12 to 24. This was consistent across all
the exposure times.

The range of F(n) did vary with the treatments. For the control cells
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Fig. 4. IS spectra and IS difference spectra from cells and media.

the range of F(n) varied slightly across the exposure times was 5 for
scale 6, 10 for scale 12 and 14 for scale 24. For cells treated with sa-
ponin, compared with the control treatment there was no significant
change in the F(n) range at scales 6 and 12, but an increased range of 75
at scale 24. There was a significant difference in the F(n) range for cells
exposed to H,O, or DMSO compared with the control, at all times with
the range reaching 200 for H,O, treated cell and 280 for DMSO treated
cells, for scale 24. This suggests that the data has higher levels of
fluctuation in cells treated with toxins with DMSO.

The control cells showed that the values of F(n) on the scale 6 and
the scale 12 tend to decrease at 80 min and increase at 120 min but at
scale 24 there was a generalised decrease of F(n) values over all time
periods as shown by Fig. 5a. When cells were exposed to H,O,, F(n)
decreased with exposure time. This was seen at all scales as shown in
Fig. 5b. Cells treated with 5% DMSO showed the greatest F(n) values
and the greatest range of values. All the scales showed similar changes
over time with a decrease in F(n) between 1 and 80 min followed by
and increase between 80 and 120 min as seen in Fig. 5c. Fig. 5d shows
the graph of cells +10 pg/ml saponin and depicts different patterns for
each scale used. As noted above, the F(n) values were not significantly
different from those obtained from the controls except at scale 24.

Increasing F(n) values indicate increasing fluctuation in the im-
pedance spectra obtained from the cells. The toxins used are well
known to cause cell disruption which can result in changes of cell size
and alteration of the internal structure of the cells, both of which can
affect the impedance of the cell. The results suggest that for cells treated
with H,O, or saponin there is a significant decrease in cell size which
results in a reduction in the fluctuation of in the impedance signal.
Treatment with DMSO resulted in the highest values of F(n) observed
indicating the greatest level of fluctuation in the impedance signal
derived from the cells. The F(24) values did not show a linear trend as
did the other toxins which may reflect the lack of change in cell size
over time. The higher values of F(n) may be a result of the greater
variability in the cell size as indicated by the interquartile distance in
Fig. 3. Although there was not a significant change in cell size the re-
sults suggest that 5% DMSO significantly disrupts cells by affecting the
internal structure of the cells whilst not changing of cell size over time.

At scale 24 there is a correlation between the F(n) and cell size for
cells treated with hydrogen peroxide and saponin, as shown in Fig. 3. In
both cases the change in cell size over time is reflected in the change of
F(n) over time. At scale 24 the control cells demonstrated a drop in F(n)
over time but the magnitude of the drop was only 14. Although there
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Table 1
Correlation coefficients between cell size and the average fluctuation of the
signals and F(n) value calculated using DFA.

Treatments F(n)
6 12 24
Control 0.1890 0.7034 0.9496
1 mM H,0, 0.9508 0.9607 0.9989
5% DMSO 0.6546 0.9989 0.7374
10 ug/ml saponin 0.4193 0.8660 0.9707
Table 2
Scaling exponent (a) of the four treatments of the ECV304 cells.
Treatments 1m 80 m 120 m
Control 0.8326 0.8185 0.8181
1 mM H,0, 0.8597 0.8362 0.8296
5% DMSO 0.8897 0.8596 0.8914
10 ug/ml saponin 0.8361 0.8226 0.8203

was not a statistical difference in cell size over time there is a strong
correlation between F(n) at scale 24 and the median cell size. Cells
exposed to 5% DMSO demonstrated a drop in F(n) from 1 min to 80 min
and then an increase in F(n) from 80 min to 120 min which is not re-
flected in the change in cell size. It is noted that the interquartile range
increased significantly at 80 min compared with the range at 1 min. The
interquartile range then decreased at 120 min. Correlation coefficients
between cells size measured from microscopy images and F(n) are
shown in Table 1. These clearly show the strong correlation between
the mean cell size and the F(n) at scale 24. Cells exposed to DMSO show
the greatest correlation at scale 12. These results imply that F(n) cor-
relates well with cell size and reflects changes in cell size for certain
toxins, in particular a highly significant correlation was observed for
the effect of H,O, on cell size over time.

In addition to measuring F(n), the scaling exponent (a) was calcu-
lated for the control and three treatments of ECV304 cells. The values of
a at 1, 80 and 120 min are presented in Table 2. Firstly, all values were
greater than 0.8, which in accordance with DFA theory suggests that
the noise associated with the signal was not increasing as a function of
the scale used. The pattern of change of values over time were markedly
similar to the patterns of change seen with F(n) at the scale of 24 over
the three time periods. This may indicate that a scale of 24 provides a
more accurate result in comparison with the scales 6 or 12 and it is
noted that the impedance data at the different time points showed
positive autocorrelation, as all the scaling exponents, a, of the time
series were above 0.8.

A strong correlation between cell size and the scaling exponent, a,
was found for all the cell treatments: Control = 0.8778, H,O, = 0.994,
DMSO = 0.8412, saponin = 0.9295. This is as expected as there is the
strong similarity between the change in a and F(24). Apart from the
treatment with DMSO the correlation coefficients of time versus scaling
exponent were lower than the corresponding correlation coefficients of
time versus F(24).

4. Conclusions

In this study, ECV304 cells were challenged with three toxins to
induce cytotoxic changes in the cells. The toxins used have different
mechanisms of toxicity resulting in cell changes which result in changes
in the cell size with or without changes to the internal organelles of the
cells. Images of the cells were taken over 120 min and changes in size
noted. Impedance spectra of the cells were collected at 1 min, 80 min
and 120 min of exposure to the toxins. The application of DFA on the
impedance spectra was investigated as a method that could rapidly
detect cell toxicity.
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The results of DFA were compared with the measurement of cell size
resulting from the toxic-challenge. A strong positive correlation was
observed with F(24). In addition, the scaling exponents (a) also pro-
vided strong positive correlation with the cell size measurements. Cells
treated with 1 mM H,0, demonstrated the strongest correlation be-
tween changes measured by microscopy and changes measured by
impedance data. Cells treated with 5% DMSO did not show a significant
change in size and F(n) did not show a linear trend with time at all
scales. The very high values compared with the control cell suggest that
the cytotoxic effects of DMSO involve changes to the cell organelles.

The work reported suggests that an automated measure of the
health of cells could be developed using impedance spectroscopy cou-
pled with signal analysis using the DFA technique. Monitoring of the
magnitude and the change in F(n) over time could indicate different
cytotoxic effects on the cells in terms of cell size or changes in cell
organelles. More work using a wider range of toxins could lead to the
development of an algorithm that could accurately determine the effect
of a toxin on the cell and aid the classification of cytotoxic effects of
different chemicals.
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