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Abstract

Pulmonary functional testing is very common and widely used in today’s clini-

cal environment for testing lung function. The contact based nature of a Spirom-

eter can cause breathing awareness that alters the breathing pattern, affects the

amount of air inhaled and exhaled and has hygiene implications. Spirometry also

requires a high degree of compliance from the patient, as they have to breathe

through a hand held mouth piece. To solve these issues a non-contact computer

vision based system was developed for Pulmonary Functional Testing. This em-

ploys an improved photometric stereo method that was developed to recover local

3D surface orientation to enable calculation of breathing volumes.

Although Photometric Stereo offers an attractive technique for acquiring 3D

data using low-cost equipment, inherent limitations in the methodology have served

to limit its practical application, particularly in measurement or metrology tasks.

Traditional Photometric Stereo assumes that lighting directions at every pixel are

the same, which is not usually the case in real applications and especially where

the size of object being observed is comparable to the working distance. Such

imperfections of the illumination may make the subsequent reconstruction proce-

dures used to obtain the 3D shape of the scene, prone to low frequency geometric

distortion and systematic error (bias). Also, the 3D reconstruction of the object re-
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sults in a geometric shape with an unknown scale. To overcome these problems a

novel method of estimating the distance of the object from the camera was devel-

oped, which employs Photometric Stereo images without using other additional

imaging modality. The method firstly identifies the Lambertian Diffused Maxima

regions to calculate the object’s distance from the camera, from which the cor-

rected per-pixel light vector is derived and the absolute dimensions of the object

can be subsequently estimated. We also propose a new calibration process to al-

low a dynamic (as an object moves in the field of view) calculation of light vectors

for each pixel with little additional computational cost. Experiments performed on

synthetic as well as real data demonstrate that the proposed approach offers im-

proved performance, achieving a reduction in the estimated surface normal error

by up to 45% as well as the mean height error of reconstructed surface of up to

6 mm. In addition, compared with traditional photometric stereo, the proposed

method reduces the mean angular and height error so that it is low, constant

and independent of the position of the object placement within a normal working

range.

A high (0.98) correlation between breathing volume calculated from Photo-

metric Stereo and Spirometer data was observed. This breathing volume is then

converted to absolute amount of air by using distance information obtained by
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Lambertian Diffused Maxima Region. The unique and novel feature of this sys-

tem is that it views the patients from both front and back and creates a 3D struc-

ture of the whole torso. By observing the 3D structure of the torso over time, the

amount of air inhaled and exhaled can be estimated.
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Chapter 1

Introduction
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Pulmonary functional testing is a series of tests used to determine the func-

tionality of lungs. These tests calculate the amount of air inhaled and exhaled

by the patient, the duration of inhalation and exhalation and how well the oxygen

is delivered to the blood. The calculations help the health supervisor to deter-

mine whether the patient has a lung disease and/or how far along are they in the

recovering process.

The test is commonly performed on patients suffering from certain types of

lung diseases like shortness of breath, asthma, emphysema or pneumonia. It is

also performed before and after a surgery or after giving certain medicine to see

the effects on lung functionality.

The most commonly used technique for pulmonary functional testing is ”Spirom-

etry”. It is attached to an instrument called ”Spirometer” which records the amount

and rate of air that is breathed in certain period of time. The test requires a pa-

tient to breathe in and out in a hand held mouth piece while in a sitting position.

The patient has to breathe normally and quietly at some times, while at other

times forced inhalation and exhalation after a deep breath is required. The re-

sults might differ in a standing position. The main issue with this test is that it has

to be performed at the same position. Different positions might produce different

results.
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The measurements that can be obtained using a spirometer depend on the

equipment used, but the most common and important measurements are defined

below. Figure 1.1 gives a visual representation of these parameters.

Vital Capacity (VC)

It is the maximum amount of air a person can exhale after inhaling the max-

imum amount of air. It is equal to the sum of inspiration reverse volume (IRV),

expiratory reverse volume (ERV) and tidal breath. Vital capacity can be combined

with other physiological measurements for diagnosis of underlying lung diseases.

It is measured in litres, the normal adult vital capacity is between 3 to 5 litres but

it varies depending on age, gender, height, mass, and ethnicity.

Forced Vital Capacity (FVC)

Forced Vital Capacity is the maximum amount of air a person can forcefully

exhale. FVC is used for the diagnosis of chronic obstructive pulmonary disease

(COPD) because COPD causes the air in the lungs to be exhaled at a slower rate

and in a smaller amount compared to a normal healthy person.

Forced Expiratory Volume in X seconds (FEVx)

Forced expiratory volume is the maximum amount of air a person can force-

fully exhale in the first x seconds of exhaling. It depends on age, gender, height

and weight as well as ethnicity. It is also used for the diagnosis of COPD.
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Figure 1.1: The most common parameters obtained using the Spirometer are
visually demonstrated on the breathing wave.

Tidal volume (VT)

It is the volume of air inhaled or exhaled in single breath in a rest position when

extra effort is not applied. In a healthy, young adult, tidal volume is approximately

500 ml per inspiration or 7 ml/kg of body mass.

Motivation and Background

Spirometry is the most common pulmonary function test, and that has been used

by the clinicians and doctors for many decades. The patient has to hold a mouth

piece and inhale and exhale into it. This contact based nature of the test brings

about a few challenges and problems which need improvement.

Although spirometry involves minimal risks of any kind, there are however,
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some restrictions. The test cannot be performed on patients having certain types

of lung diseases. It is also not recommended for a person who recently had

a heart attack, has certain other types of heart disease, or has had a recent

collapsed lung.

Moreover, the results obtained by spirometry are highly dependent upon the

patient’s co-operation. Some of the main undesirable features of contact based

spirometers are:

• Frequent calibration checks are needed throughout the lifetime of the de-

vice.

• Hygienic problems can be caused by the moisture and human secretions.

• Composition of air can affect the results of the Spirometer.

• The contact based nature and high degree of compliance requirement of

the device makes it impossible to perform pulmonary functional testing on

young, elderly and unconscious patients.

• Low flows are difficult to measure.

Research has also shown that the increased breath awareness may cause

hyperventilation and alter the breathing pattern due to its contact based nature.
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Aims and Objectives

The main aim of this research was to develop a contact-less approach to perform

the pulmonary functional testing by using photometric stereo method. Photomet-

ric Stereo provides high resolution 3D surface normals but it does not provide

absolute dimensions of the object so a method was required to acquire this infor-

mation with out engaging any other imaging technique.

Contributions and Novelties

The major contributions and novelties presented in this thesis are:

• Extending the practicality of photometric stereo especially for measurement

and metrology tasks.

• The general assumption of a collimated light source in photometric stereo

imaging setup is relaxed.

• Low frequency geometric distortion and systematic error due to imperfection

in illumination direction is reduced.

• A novel method of estimating the distance of the object from the camera is

developed without the need to use any additional imaging device. This is
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achieved by employing diffused maxima regions on the object surface.

• Per-pixel light vector direction is calculated using distance estimation from

Diffused Maxima Regions.

• Absolute dimensions of the object can be subsequently estimated from dis-

tance estimation.

• Per-pixel light vector calculation is dynamic so change in shape is compen-

sated for every frame.

• When compared with traditional photometric stereo, the proposed method

reduces the mean angular and height error so that it is low, constant and

independent of the position of the object placement within a normal working

range.

• Up to 45% improvement in surface normal error is achieved in synthetic as

well as real data.

• Mean height error in the reconstructed surface is reduced up to 6 mm.

• One of the unique and novel features of the system is that it views the pa-

tients from both front and back and uses the whole torso to calculate the air

volume.
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• A correlation of 0.98 between relative breathing volume calculated from

Photometric Stereo and Spirometer data is observed.

• Using diffused maxima region the relative amount of air volume is converted

into the absolute amount of air. Correlation of up to 0.96 between absolute

breathing volume calculated from Photometric Stereo and Spirometer data

is observed.

• A novel non-contact approach is proposed and a device was designed to

perform pulmonary functional testing on patients of any age.

• A unique feature of the device is that it needs very little calibration and no

registration between front and back view, and generates 3D data at pixel-

level.

Thesis Outline

This chapter gives an overview of Pulmonary Functional Testing and Spirome-

try. Later it discusses the drawbacks of using this contact based method leading

to the motivation of developing the new photometric stereo based technique for

pulmonary functional testing.

Chapter 2 explains the contact and non-contact based systems and their com-
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parison in detail. The aim of this chapter is to identify and understand non-contact

pulmonary functional testing systems and their functionality. These systems are

studied in detail and some of the related issues are discussed.

In chapter 3 the photometric stereo technique is introduced. An initial com-

parison of data obtained from photometric stereo and contact based traditional

Spirometry is made to check the feasibility of the photometric stereo for the pro-

posed task. It also discusses in detail the software and hardware development

for data acquisition. In addition, calibration of the camera sensor and lens is

discussed.

Chapter 4 discusses the methods to improve the surface normal accuracy.

This accuracy is achieved by relaxing the assumption of collimated light sources,

because in a real imaging set-up, collimated light sources are not possible. The

chapter first discusses the distance calculation from photometric stereo followed

by per-pixel light vector calculation. The practicality and accuracy of this method

is also discussed towards the end of the chapter.

In chapter 5 the volume obtained from photometric stereo is correlated with

volume obtained from a traditional Spirometer (ground truth). The volume ob-

tained from photometric stereo is not in absolute scale so an additional calibration

step is performed to convert it to absolute volume.
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In the last chapter the conclusion is discussed and possible future work is

presented.
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Chapter 2

Pulmonary functional testing:

State-of-the-art
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In the last chapter an introduction to pulmonary functional testing was pre-

sented along with the potential issues related to the contact based nature of the

device. This chapter first discusses the contact-based pulmonary functional test-

ing devices, followed by more recent non-contact devices and systems built for

pulmonary functional testing. The chapter is then concluded with discussions of

the problems and issues related to contact based devices and how these issues

can be resolved by a non-contact device.

2.1 Contact based pulmonary functional testing

The most common devices used to perform Spirometery are flow-sensors, these

are compact and portable. The flow of air inhaled and exhaled is measured,

which is used to calculate the volume of the air. This subsequent calculation

is performed usually using a microprocessor. One of the biggest challenges in

developing these devices is the calibration process to accurately detecting a low

flow of air. These devices also need periodic calibrations to make sure that they

are giving correct output [65].

There are four [78] main types of flow sensing devices:

1. Pneumotachograph
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2. Thermistor

3. Turbine

4. Ultrasonic

Pneumotachograph

Pneumotachograph uses differential pressure to estimate flow of the air. It is com-

posed of a mesh which creates an air resistance, this resistance creates pressure

difference. This differential pressure is measured with the help of a transducer

and a computer or microprocessor. Figure 2.1 shows the typical construction of

a Pneumotachograph.

Figure 2.1: A typical Pneumotachograph based pulmonary functional testing

equipment
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Thermistor

Thermistor or Hot-Wire anemometer consists of a tube with a heated wire. An

electric current source is used to heat the wire at a particular temperature. As air

passes through this tube, the temperature of the wire drops and additional current

is needed to maintain the temperature of the wire. This additional current is con-

verted into the flow of the air, after doing calibration. Some manufacturers have

introduced a second heated-wire, to increase the accuracy of the measurement.

One of the major problems with this device is that the hot-wire is very fragile and

is also sensitive to movement of the apparatus during test. A simple and common

apparatus is shown in figure 2.2.

Modern thermistor flow sensing devices are also called mass flow-meters.

Mass flow-meters are able to measure the amount of gas molecules as they pass

through the tube. This makes it more accurate, as it is not influenced by the

temperature and viscosity of the air.

Figure 2.2: A simple and common thermistor apparatus.
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Turbine

This device measures the flow of the air by using the principle of a turbine in which

a wheel rotates as air passes through the tube. A light emitting diode (LED) and

a photo-sensor are placed in the turbine, where rotation of the wheel blocks the

light from the LED, to the photo-sensor. This creates impulses of the light that are

proportional to the flow of the air. After calibration, the frequency of the impulses

can be translated to the flow of the air and total count of the impulses to the

volume of the air. One of the main challenges in development of this device is

the weight of the turbine wheel. It should be as small as possible to avoid any

errors in measurements due to inertia of the wheel. Figure 2.3 shows the typical

construction of turbine based apparatus.

Figure 2.3: Typical construction of turbine based apparatus.

15



Ultrasonic

Ultrasonic devices use the principle of time-of-flight to measure the flow of the air

through a tube. Two ultrasound elements are placed in the sensor housing and

alternating pulses are emitted in both directions. Depending on the direction and

velocity of air flow, the time of the flight of the pulses changes. This change in the

time of the flight is proportional to the flow of gases but is independent of the gas

temperature, viscosity or humidity of the gases, which makes is more accurate as

compared to the other three techniques. A typical ultrasonic based spirometer is

shown in figure 2.4.

Figure 2.4: A typical ultrasonic based spirometer.
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2.2 Non-contact State-of-the-art Pulmonary Func-

tional Testing

The main aim of this research is to develop a respiratory functional testing method

using a non-contact vision based method, thus in this section vision based pul-

monary functional testing methods and systems are discussed. Non-contact vi-

sion based respiratory monitoring systems are also discussed.

Optoelectronic Plethysmography System

Optoelectronic Plethysmography System was the first optical system for pulmonary

functional testing. The pioneering work was done by Giancarlo and Antonio [30]

in 1985 and the system was called The ELITE (ELITE System; BTS, Milan, Italy).

They used a digital video system and motion analyzer system to identify and

track predefined markers already placed on person’s torso. By tracking the mark-

ers they were able to construct a 3D model of the respiratory ribcage and ab-

domen. By monitoring the expansion and the contraction of this 3D model they

were able to quantify the change in volume which corresponds to measurement

of breathing. The main problem with this system was its higher error (21.3%),

when compared with a traditional Spirometer [20]. The error was caused by the
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Figure 2.5: OEP: Markers Placement

assumption of a cubical geometry of chest wall shape.

Later many researchers modified this assumption to circumferential geometry

to improve the accuracy of measurement [6, 19, 20]. The 86 markers method

used by Cala et al. in 1996 [20] reduced the error of ELITE to less than 3.5%.

Placements of these markers are shown in Figure 2.5. Cala also patented his

method and renamed it to OptoElectronic Plethysmography system (OEP) (OEP

System; BTS, Milan, Italy). The OEP measures the volume in three different re-

gions of the chest and the abdomen by tracking makers with up to eight cameras

(four for front and four for back). A full three-dimensional shape of the torso is

constructed (Figure 2.6) and the volume is calculated using Divergence Theorem

[80], also known as Gauss’s theorem.

Cala et al. showed that there is a strong correlation between volume mea-

sured from the OEP and volume measured from the Spirometer [20] both in quiet
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Figure 2.6: OEP: Full three-dimensional shape of the truck

breathing as well as in different vital capacity manoeuvres. OEP has been also

validated for variety of conditions like intensive care patients [5], in infants [25]

and during exercise in chronic obstructive pulmonary disease [6, 7, 33]. It has

been also validated on subjects with prone and supine positions [4]. Although the

concept of vision based Spirometry is validated, this system is not a non-contact

system as this needs marker placed on human torso.

Structured Light Plethysmography (SLP)

Recently a group of researchers from Cambridge University, Cambridge UK and

PneumaCare Limited, Duxford UK have developed a new Non-Contact (marker-

less) system for respiratory functional testing [23]. They use structured light

method [84] to capture three-dimensional data from a patient’s chest by using

two digital camera and a projector. Both cameras have been placed in different
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Figure 2.7: SLP projected pattern and corner detection

but known positions and angles with respect to patient’s chest. The patient is re-

quested to wear a tightly fit white T-shirt and then to sit on a firm back chair or lay

down on a mat in the supine position. After placing the rig in appropriate position

the patient is asked to breath in a natural way. They use the Sobel edge detector

to locate the corners of the projected pattern as shown in Figure 2.7.

The corners are tracked and corresponded with images from both cameras

to construct the three-dimensional shape of the scene. After removing unwanted

data and filling the missing data points, only the chest’s three-dimensional shape

is remaining. The volume of the given chest’s three-dimensional shape is calcu-

lated between the chest and the back of the chair or mat as shown in Figure 2.8.

Like OEP they also used Gauss’s Theorem [80] for volume calculation. The vali-

dation of the system was performed on 40 healthy subjects, a strong correlation

with Spirometer data was found and is shown in Figure 2.9. However the system

still needs further validation on real patients and the trail is in progress at Adden-

brookes NHS Hospital, Cambridge UK. The current system features low spatial
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Figure 2.8: SLP volume calculation

and temporal resolution and cannot handle changes in physical movement of the

patient.

Laser based Systems

In 1997 Kondo et al. [50] developed a single laser line based commercially avail-

able system to monitor chest wall movements. They performed three different

kinds of tests, two using lung models and one using healthy adults. Although they

have found a strong correlation between laser line and Spirometer data, using

only one laser line does not enable capture of any differences between volume

due to right or left lung.

In 2011 Tsujimura and Nakamura [73] evaluated the fiber-grating (FG) vision

sensor for assessing pulmonary functional testing. They measured tidal vol-

ume on five subjects as a control unit and found correlation of 0.98 between the
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Figure 2.9: SLP volume correlation

Spirometer and the FG system. They also performed tests on COPD patients and

found that FG is capable of measuring volume changes to be used for pulmonary

functional testing.

Aoki et al. [9] in 2005 presented a triangulation based respiration monitor-

ing and measurement method. The system was based on fibre grating vision

sensors, which is composed of multiple slit light projector and CCD camera. It

projected 300 bright spots on the sleeping patients. These projected points are

then observed from a CCD camera and processed on data processor to gener-

ate 3D data (Figure 2.10). This system can capture and calculate volume up to

5 frames per second using a triangulation method. Validation was performed by

simultaneously measuring volume from a 3D data and a Spirometer, the mea-
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Figure 2.10: Aoki et al. experimental setup

surements from these two devices showed a high correlation of 0.96. In spite of

high correlation the system has very low spatial and temporal resolution.

Respiratory Monitoring Systems

Respiratory motion can be very easily detected using Time-of-Flight(ToF) technol-

ogy. Jochen Penne and et al. in 2008 [62] proposed a ToF based system capable

of providing a one-dimensional breathing signal for respiratory gauging. A ToF

camera was mounted on a rigid surface 60-100 cm away from the patient. Firstly

an empty table is calibrated and marked as plane 1 as shown in Figure 2.11.

Once the patient is lying on the table, the torso is segmented by removing all the

points which are away from the table-plane. After that two regions of interest are

defined, one for the abdomen and one for the chest.
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Figure 2.11: Time-of-Flight based planes extraction

The noise from ToF data is removed by using a mean filter with filter size

of five; subsequently a plane is fitted to this segmented data using least-square

fitting. Both planes were forced to be parallel with the initial table plane 1 yielding

plane 2 and plane 3 as shown in Figure 2.11. Plane 3 represents the motion

of the chest and plane 2 represents the motion of the abdomen. For validation

they correlated the computed breath signal from ToF with the breath signal from

ANZAI belt AZ-733V [53]. The system was tested on 13 patients and the results

of the correlation are summarized in Figure 2.12.

Their average correlation is 0.85 for thoracic respiration and 0.91 for abdom-

inal respiration. They have also claimed that the low correlation is due to bad

respiration signals delivered by the ANZAI belt. Regardless of low correlation, the

assumption that the breathing movement is only in one-dimension is not appro-

priate. Especially in scoliosis the deformation of the torso is very complex so a
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Figure 2.12: Correlation of plane extraction between ToF and ANZAI belt AZ-733V

movement only based method cannot produce a meaningful result.

In 2009 Kerstin Muller et al. [61] used the same system developed by Jochen

Penne et al. for automatic classification of breathing into two classes i.e. chest

and abdominal breathing; however the system is not properly validated. In 2010

Falie and Ichim [28] also used ToF for respiratory monitoring. They divided the

image into 12 different sections (Figure 2.13) and then observed the movement

in these sections. By observing these movements they claimed to have detected

sleep Apnea. However the system is not validated properly as it assumes that the

patient is lying straight and facing towards the camera.

Vision RT is a UK based company which has developed a respiratory moni-

toring system for radiotherapy called AlignRT [55]. AlignRT utilises two or three
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Figure 2.13: Time-of-Flight based obstructive sleep apnea monitoring

Figure 2.14: AlignRT breathing monitoring system by Vision RT UK.

ceiling mounted, marker-less stereo vision camera units, a single unit is shown

in Figure 2.14. The system is first calibrated using a known size object before

use. The 3D surface model of the patient is computed by doing correspondence

between each data point from data camera. The 3D surface data from multiple

units is combined to produce a complete model which extends all the way around

the patient.
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Figure 2.15: AlignRT clinical setup

AlignRT is a well established technology and is being used in many clinical

setups. A typical AlignRT clinical setup with three AlignRT units is shown in Figure

2.15. It is currently being used for Breast Treatment, Intracranial Stereotactic

Radiotherapy, Sarcomas, General Patient positioning as well as Surveillance [55].

AlignRT is also clinically tested, validated and has been published [17, 34, 45, 59,

64, 75].

Aoki et al. [10] reported a non-contact visual sensing method to detect the

respiration pattern by using a fiber grating (FG) vision sensor and processor unit.

Their system consisted of FG projecting device which provided an array of invis-

ible infra-red light spots and a CCD camera with an optical band-pass filter. The
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moving distances of bright spots projected from projector was captured by CCD

camera where each image was analysed to monitor respiration.

Tan et al. [72] in 2010 proposed a video camera and desktop based system

for respiratory rate monitoring. Each recorded image in a video sequence has

a time stamp t, the difference between image at time t and td was calculated,

where td represents the time few frames before t. An increase in the value of

td caused faster algorithm operation, but decreased the resolution of the algo-

rithm in detecting movements. In this study a value of 0.5 sec was used for td

as it was observed to provide an acceptable compromise between the resolution

and speed. The difference image was then converted to binary image by apply-

ing thresholding. The sum of pixel values in the binary image represented the

movement between t and td. These values were represented as x(t) and then

plotted against time to obtain a respiration signal. A plot of these values during

exhalation and inhalation is provided in Figure 2.16. The vertical axis of the plot

represents chest and abdominal movements. During exhalation, the chests wall

initially moves slowly inward, its movement increases with time, reaching a peak

and then the amount of movement decreases. A similar process occurs during

inhalation, but this time the chests wall moves outward. An algorithm was devel-

oped to extract the respiration rate from the recorded signal in real-time.
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Figure 2.16: x during inhalation and exhalation

Recently in 2012 Povsis et al. [63] developed a laser pattern based system

which observes the laser pattern distortion from multiple views and uses that to

generate 3D data. The main aim of this system was to teach breathing exercises.

The subject was observed from both front and back at the same time with different

wave-length lasers and filters. Although the shape measurement accuracy is

quite high (±0.7mm) the spatial resolution of the technique is limited to spacing

between laser lines and size of the laser lines. Safety might also be an important

issue with the use of a laser.

Recently Voscopoulos et al. [77] in 2013 developed a non-invasive but contact-

based system (shown in Figure 2.17) to measure the tidal volume and respiratory

rate. Their primary study was based on thirty one subjects. They found less then

10% average error between their system and traditional Spirometer.
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Figure 2.17: Voscopoulos et al. contact based system.

2.3 Contact vs Non-Contact

Many researchers have compared contact based Spirometer methods with non-

contact methods leading to a conclusion that the contact based nature of the

Spirometer equipment creates hyperventilation and can alter the breathing pat-

tern. There are also a few publications, which suggest that with non-contact sys-

tem can achieve the same level of measurements as with a traditional spirometer.

Some of the outcomes are summarised in this section.

In 1972 Gilbert et al. [35] performed experiments on 6 healthy as well as 8 pa-

tients suffering from respiratory diseases. They used electromagnetic sensors to

detect the changes in the anterior-posterior diameter of the chest and abdomen

and used these changes to compute the tidal volume. They showed that it was
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closely correlated with the tidal volume obtained from the Spirometer. They also

found that there was an increase in the tidal volume when a mouthpiece based

Spirometer was used. A decrease in respiratory frequency was also found and

was believed to be due to the irritating effects of the nose-clip and mouthpiece.

Similar experiments were also performed by Askanazi et al. [12, 13] in 1978 and

1980 on healthy subjects and patients showing that the use of a mask or mouth-

piece and nose-clip alters the breathing pattern and vital capacity. Western and

Patrick [81] in 1988 also performed similar experiments and found that face mask

causes prolonged inspiration and increased tidal volume.

In 1995 Bloch et al. [18] extended the normal breathing experiments to ob-

serve the effects of mouthpiece breathing on the cardiorespiratory response dur-

ing intense exercise. Experiments were performed on six normal men while

recording ECG and breathing pattern with a respiratory inductive plethysmograph.

Each participant performed exercises to volitional exhaustion twice, once with

and once without mouthpiece and nose-clip. Experiments showed that breathing

through mouthpiece increased tidal volume by 63% and respiratory rate by 33%

during mild exercise. However they did not find any alteration in performance,

heart rate, or breathing pattern at maximal exercise. They concluded that mouth-

piece and nose-clip do not alter the breathing pattern and performance during
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maximal exercise.

Han et al. [36] in 1997 performed three different kinds of experiments on 40

females and 34 males. Two of the experiments required the patients to use the

mouthpiece, while the third type of experiment was performed without the mouth

piece. In one of the experiments with a mouthpiece, the subject was led to be-

lieve that recoding apparatus is being calibrated and data is not recorded. They

found that awareness of data recording decreases breathing irregularities (sigh

and end-expiratory pauses). It also caused prolongation of inspiratory and expi-

ratory time. They also found that breathing through mouthpiece induced some

respiratory discomfort particularly in females.

Bastianini et al. [15] in 2009 used a Opto-Electronic Plethysmograph (OEP)

[4, 20] to show that it can be used as diagnosis device for asymmetric respiratory

rehabilitation. They used tidal volume for respiratory rehabilitation efficacy. Tidal

volume variation of six torso and chest regions were measured on pre and post

surgery of 14 patients undergoing left or right superior lobectomy. 32% increase

in mean tidal volume was observed for non-operated side between pre-surgery

and post-surgery. The increase in tidal volume on the non-operated side suggests

that OEP is suitable for respiratory measurement as an increase in tidal volume

of one side is not detectable using mouthpiece based Spirometer.
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In 2010 Fregadolli and Sasseron [31] did a comparison between breathing

through a mouthpiece and a face mask. 60 healthy participants participated in the

study; statistical analysis showed significant difference between the two methods

which suggests that mouthpiece and face mask can change the breathing pattern.

Recently in 2013 Layton et al. [52] compared OEP system with Spirometer

during maximal exercise. They found a very high correlation of vital capacity

between Spirometry and OEP, they also found that the actual difference between

the two measurements was insignificant. This high correlation and insignificant

difference in both measurements suggests that non-contact PFT can be used,

not only in the rest state but also during exercise.

2.4 Conclusion

In this chapter contact based and non-contact based pulmonary functional test-

ing systems were presented along with a review of the different experiments per-

formed by researchers to compare both methods. Most of the researchers found

that the contact based nature of the traditional Spirometer can cause increased

breathing awareness which can subsequently cause inaccurate measurements.

In the next chapter initial experiments based on non-contact photometric stereo

based device are presented. Also photometric stereo methods are discussed in
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detail.
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Chapter 3

Photometric Stereo Based

Pulmonary Functional Testing
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In this chapter, a photometric stereo based non-contact pulmonary functional

testing setup is evaluated. The working principle of Photometric Stereo is ex-

plained along with the general assumptions and limitations of this method. In the

middle part of the chapter the materials and methods used in development of the

experimental setup are discussed. This is followed by the proposed method of

calculating the volume information from the gradient information obtained from

Photometric Stereo.

3.1 Photometric Stereo

Photometric Stereo was first introduced by Woodham in 1980 [82]. It recovers

the surface shape of the object or scene by taking several images from the same

view point but under different lighting conditions. Multiple light sources are placed

at different angles but at equal distance apart from the object. Each pixel at the

same location within all the images is assumed to correspond to the same object

point so there is no need to match features between images.

The main assumption of Photometric Stereo is that the object’s surface is

Lambertian and that the surface reflectance obeys Lambert’s Law. According to

the Lambertian reflectance model the intensity of light reflected from an object’s

surface is dependent on the surface albedo ρ and the cosine of the angle of the
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incident light as described in Equation 3.1. The cosine of the incident angle can

also be referred as dot product of the unit vector of the surface normal
−→
N and the

unit vector of light source direction
−→
L , as shown in Equation 3.2.

I = ρ cos(φi) (3.1)

I = ρ(
−→
L .
−→
N ) (3.2)

When more than two images (four images are used in the following work) from

the same view point are available under different lighting conditions, we have a

linear set of Equation 3.1 and 3.2 and this can be represented in vector form as

shown in Equation 3.3.

−→
I (x,y) = ρ(x,y)[L]

−→
N (x,y) (3.3)

−→
I is the vector formed by the four pixels ((I1(x,y), I2(x,y), I3(x,y), I4(x,y))T

from four images, [L] is the matrix composed by the light vectors (
−→
L1;
−→
L2;
−→
L3;
−→
L4),

where, 1, 2, 3 and 4 represents individual light source direction. [L] is not a

square and so it is not invertible, but the least square method can be used to

compute Pseudo-Inverse and the local surface gradients p(x,y) and q(x,y), and
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the local surface normal N(x,y) can be calculated from the Pseudo-Inverse using

Equations 3.4,3.5 and 3.6 where
−→
M(x,y) = (m1(x,y),m2(x,y),m3(x,y)).

−→
M(x,y) = ρ(x,y)N(x,y) = ([L]T [L])−1[L]T

−→
I (x,y) (3.4)

p(x,y) =
−m1(x,y)
m3(x,y)

,q(x,y) =
−m2(x,y)
m3(x,y)

(3.5)

N(x,y) =
[p(x,y),q(x,y),1]√
p(x,y)2 +q(x,y)2 +1

(3.6)

ρ(x,y) =
√

m2
1(x,y)+m2

2(x,y)+m2
3(x,y) (3.7)

3.1.1 Assumptions and Limitation

Photometric Stereo estimates the surface normals under the following main as-

sumptions.

1. Images are Gray scale.

2. There are no shadows and specular highlights in images.

3. The surface of object obeys Lambertian reflectance.
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4. Light direction is known.

5. Light source is at infinite distance.

6. Object is static during image capture.

3.1.1.1 Multi-Spectral Photometric Stereo

Photometric Stereo assumes that the images are captured using monochrome

light sources and camera. However Multi-Spectral methods have been devel-

oped recently to get higher frame rates and less motion artefacts. In addition,

by using colour cameras researchers have also tried to improve the accuracy of

photometric stereo by utilizing the colour information.

Barsky and Petrou [14] employed a four source colour photometric stereo set-

up and used spectral and directional cues to improve photometric stereo by de-

tecting shadows and highlights.

Fyffe et al. [32] presented a method in 2011 based on two colour cameras

by using a prism and filters. They were able to capture six different channel

images from two single shots. Although they have not mentioned the accuracy or

improvement in surface normals due to unique data acquisition set-up. However

this method has potential to produce improved surface normals in moving objects.

Anderson et al. in 2011 [8] developed a complex procedure to capture the
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dense normal map of a moving object. They used stereo low resolution geometry

and object reflectance properties to capture high resolution and dense surface

normals of moving objects.

Vogiatzis and Hernandez [76] used colour photometric stereo to capture the

human face. The main challenge for multi-spectral photometric stereo is the cal-

ibration process. Multiple wavelength light sources can interact with each other

due to subsurface scattering in human skin. This subsurface scattering results

in human skin being non-Lambertian. By asking the subject to make a rigid mo-

tion Vogiatzis and Hernandez were able to create a coarse 3d model of the face.

The coarse model was then used to estimate the lighting parameters and purely

diffused points. The remaining points were then solved through non-linear opti-

mization.

3.1.1.2 Shadows and Highlights

Shadows and specular highlights in captured images can cause high degree of

error in the surface normals and in the reconstructed surface. Highlights usually

lead to an over determined surface and shadows usually lead to an under deter-

mined surface. One simple way to handle shadows and highlights is to capture

more than three images with different light sources and to discard pixels in images
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which represent shadow or highlight. But when only three images are available

this problem becomes quite challenging.

Sun et al. [71] presented an efficient selection criteria in order to avoid specu-

lar highlights and shadows in six image photometric stereo.

Hernandez et al. [40, 41] presented a Markov Random Field (MRF) based op-

timization scheme, to segment shadow regions from photometric stereo images.

They achieved this by assuming the surface to be integrable. By using this as-

sumption a unique solution can be obtained for the shadow region. The scheme

also showed that the method can be performed in a colour photometric stereo

set-up where inter-reflection and shadows occur.

Recently in 2013 Mecca et al. [57, 58] presented a new Partial Differential

Equation (PDE) based method. It estimates the reconstructed surface directly

rather first computing the surface normals and then integrating them. This direct

method also deals with shadows while computing the surface from captured im-

ages. According to the authors their method is numerically very stable and can

handle very large images with fast processing time.
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3.1.1.3 Object Reflectance

Several models exist that describe this complex interaction of light with differ-

ent materials. These models can be categorised into theoretical, empirical and

simulation based models. Some of these models can be used to describe the

absorption and transmission characteristics of surfaces that are translucent while

others are limited to opaque materials. The following sections will discuss differ-

ent reflectance models and their particular features.

Lambertian Model

The Lambertian model is one of the simplest reflectance models. It describes

the light interaction with a surface as ideal diffuse, meaning a surface appears

equally bright from all viewing directions; hence making the model independent of

the viewing direction. Most real world surfaces are not Lambertian; however due

to its simplicity, this model is frequently used with photometric stereo to recover

surface normals. According to this model the amount of reflected light from a

surface is dependent on the angle between the surface normal ~n and the light

source direction~l.
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L(ωi) =
kd

π
E cosθi =

kd

π
E(n · l) (3.8)

Where E is the intensity of light source or irradiance and kd is the diffuse

reflection coefficient. Division by π in the denominator is included for energy

conservation. Real world surfaces cannot be accurately modelled by just using

a Lambertian model particularly if they are glossy or shiny because the specular

component is not accounted for.

The geometry of incident illumination
−→
L , viewing direction

−→
V , surface normal

−→
N , reflection

−→
R and Halfway vector

−→
H will be used from now on in most of the

reflectance models and is shown in Fig. 3.1.

Figure 3.1: Arrangement of incident, viewing, halfway and reflection vector.

Phong and Blinn-Phong Model

The Phong reflectance model (eq. 3.9) is composed of both a diffuse and a

specular component. The specular fall off is determined by the angle θs which
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is the angle between ~R and ~V. The variable α determines the size of the lobe,

where a higher α will result in sharp lobe while a lower value will produce a wide

specular lobe.

L = (Ia + kd(cosθi)+ ks(cosθs)
α) (3.9)

Ia is the ambient term while kd and ks are the diffuse and specular reflection

coefficients.

To make it more computationally efficient Blinn replaced the reflection vector

with the Halfway vector defined by:

~H =
~L+~V
|~L+~V|

(3.10)

So the Blinn-Phong model is written as:

L = (Ia + kd(cosθi)+ ks(cosθh)
α) (3.11)

L = Ia + kd(~L ·~N)+ ks(~N ·~H)α (3.12)
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In summary, all the components involved in Blinn and Blinn-Phong model are:

• Ia is the ambient term.

• kd and ks are the diffuse and specular reflection coefficients.

• ~L is the direction of a light source.

• ~V is the viewing vector.

• ~H is the unit Halfway vector.

• ~N is the surface normal.

• ~R is the vector for reflected light,

• α is the specular fall off and its value determines the size of the lobe.

Oren Nayer Model

The Oren Nayer model provides a more realistic approach to rough surfaces by

providing more reflected radiance for retroreflection (i.e. when the viewing direc-

tion approaches the direction of incidence). Most rough surfaces like clay, plastics

exhibit increased reflected radiance at retroreflection angles which cannot be ac-

curately modelled by a Lambertian model as the Lambertian model produces dark

effects at occluding boundaries for rough surfaces. This model is based on the
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microfacet theory in which the surface is considered to be made of of v-shaped

cavities.

Lr =
φ

π
· cos(φi) · (A+(B ·max[0,cos(φi−φr)] · sin(α) · tan(β ))) ·E0 (3.13)

Where

E0 is the irradiance when the facet is illuminated head-on.

A = 1− 1
2

σ2

(σ2 +0.33)
(3.14)

B = 0.45
σ2

σ2 +0.09
(3.15)

α = max(θi,θo), β = min(θi,θo) (3.16)

Torrance-Sparrow Model

The Torrance and Sparrow model [22] is also a microfacet based model, however

it differs from the Oren Nayer model by modelling each microfacet as a perfect

reflector as opposed to a perfect diffuser. The modelling of a surface as a group

of microfacets originates from the fields of optics and radiation transfer.
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fs = ρs ∗
1
π
∗ FDG
(~N ·~V )(~N ·L)

(3.17)

where the term D determines the microfacet distribution . Each microfacet is con-

sidered to be perfectly specular. F is the Fresnel reflection, and the parameter G

(Geometric attenuation factor) contributes the amount of light after masking and

shadowing of the microfacets.

The Fresnel term describes the amount of light reflected due to the refraction in-

dex of the material at a particular incident angle. The Fresnel equation describes

the ratio for reflected light as:

F =
1
2
∗ (sin2(φ −θ)

sin2(φ +θ)
+

tan2(φ −θ)

tan2(φ −θ)
) (3.18)

Usually an approximation of Fresnel is used as the exact Fresnel equation is

quite complex. An approximation of Fresnel equation was given by Schlick [66]

which has proven to be accurate for most materials.

F(θi) = Fo +(1−Fo)(1− cos(θi))
5
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Fo is the measured Fresnel reflectance at normal incidence angle and θi is the

angle of incidence. Another frequently used approximation to the Fresnel term

used is:

F =
1
2
(g− c)2

(g+ c)2 (1+
[c(g+ c)−1]2

[c(g− c)−1]2
) (3.19)

where c = cos(φ) =~L · ~H, η is the index of refraction and g2 = η2 + c2−1.

Since it is a microfacet based model, it uses the Beckman distribution [60]

to define the microfacet orientation distribution by applying the Halfway vector to

determine the overall roughness of the surface.

D =
1

π ·m2 · cos4 ·α
· e−(tanα/m)2

(3.20)

α is the angle between ~N and ~H and m is the root mean square slope of the

microfacets. For small values of m the reflection becomes highly directional while

for higher values of m the reflection is more spread out.

The geometric attenuation factor is given by:

G = min

{
1,

2(~N · ~H)(~N ·~V )

(~V · ~H)
,

2(~N · ~H)(~N ·~L)
(~V · ~H)

}
(3.21)
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G =
2(~N · ~H)(~N ·~V )

(~V · ~H)
(3.22)

G =
2(~N · ~H)(~N ·~L)

(~V · ~H)
(3.23)

Where 3.22 is the light blocked from the viewer and 3.23 is for the light con-

sidered to be in shadow. The geometric attenuation factor handles the shadow-

ing and masking of the microfacets and calculates the resulting amount of light

remaining after these effects. Its value ranges between 0 to 1 for completely

shadowed(0) to no shadowing(1).

Ward Model

The Ward reflectance model [79] is an empirical model that has been used for

modelling of both isotropic and anisotropic reflection. Due to anisotropic reflec-

tion, the surface exhibits varying reflectance when it is rotated about the surface

normal. This phenomenon is common in materials like: clothing (e.g. velvet),

brushed steel, hairs etc. The BRDF is:

L(ωo,ωi) =
ρd

π
+ρs

1√
cosθi cosθo

exp
(
− tan2 θh ·

(
cos2 φh

σ2
x

+ sin2
φh

σ2
y

))
4πσT σB

. (3.24)
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σx and σy control the width of two lobes in two directions of anisotropy, while the

lobe becomes isotropic when σx = σy

For isotropic reflection the Ward BRDF is written as:

fr(x,ωo,ωi) =
ρd

π
+ρs

1√
cosθi cosθo

exp
(
− tan2 θh

σ2

)
4πσ2 . (3.25)

Several isotropic and anisotropic models also exist that try to model the com-

plex interaction of light with materials. The choice of a reflectance function for

a particular material however depends on the ability of a model to fit the actual

reflectance of that material. Some of these models are good for real time shading

due to their simplicity and computational cost, others are however intended for

more realistic modelling for light interaction with different surfaces.

3.1.1.4 Object Motion

Photometric stereo generally assumes that the object is static. Generally fast

frame rate of camera or multi-spectral techniques are used to handle the artifacts

of the motion but a handful of researchers have tried to improve motion artifacts

by using other methods.

Decker et al. [24] presented a method for better optical flow registration for

dynamic scenes by using the colour information. Their method allowed a fewer
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number of frames over which optical flow must be computed in-order to handle

dynamic scenes.

3.1.1.5 Light Source Direction

Light sources in Photometric Stereo are normally assumed to be at infinite dis-

tance from the scene so that a homogeneous and parallel incident light condition

can be formed and then the problem becomes solvable through a group of linear

equations. In reality it is not always possible to produce parallel incident light,

especially when the object size is big or the distance of the object from the light

source is relatively small. Any underestimation or misalignment of the illumination

may produce some error during recovery of the surface orientation. For example,

a 1% uncertainty in the intensity estimation will cause a 0.5-3.5 degree deviation

in the calculated surface normal for a typical three-light source photometric stereo

setup [70]. Uncertainty in the calibration process can also lead to systemic errors

when recovering surface normals and in the 3D recovered surface [49], [43]. It is

also essential to have the best knowledge of the radiance distribution of the light

sources when they are used to build the PS imaging setups. In the next chapter

we have proposed a method to relax this restriction and improve the calculation

of the light vector direction.
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3.2 Photometric Stereo Setup and Data Acquisition

In order to capture high speed images and corresponding data from Spirometer,

custom electronics and a rig was designed and built. The experimental setup is

composed of two monochrome digital cameras 1.4 Mega pixel each and eight

light sources. The rig is composed of two identical sub-rigs placed opposite to

each other. Each sub-rig has one camera and four light sources as shown in

the Figure 3.2. The subject stands in middle of the rig wearing a white tight t-shirt

and is asked to do diaphragmatic breathing. Current light sources used are single

wavelength blue light. Corresponding band pass filters are used to suppress the

background light in the room.

The system is designed so that it can run using an ordinary office desktop

computer. Timing of the lighting and the camera trigger are controlled using an

FPGA board [54]. Custom embedded software for FPGA was designed using

VHDL. The cameras are directly connected to the computer using Gigabit Ether-

net cards. To get ground-truth data, analog pneumotachometers and transducers

are used. The signal from the transducer is digitized using a 12-bit analog to

digital converter on a custom designed board and stored on a FPGA board. The

overall block diagram of the hardware setup is shown in Figure 3.3.

Images are captured in raw binary format and stored on a high speed solid
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Figure 3.2: Photometric stereo rig with subject standing in middle of rig
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Figure 3.3: Block diagram of Hardware. Dotted arrows represent flow of camera
trigger and light source power flow. Solid arrows represent flow of raw images
and signal obtained from Pneumotachometer.
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Figure 3.4: Pneumotachometer volume (PV) signal obtained after digitization.
Horizontal axis is time in seconds. Vertical scale is a normalized unit less repre-
sentation of volume, to compare volume obtained from Pneumotachometer and
Gradient.

state drive. Once the data acquisition is done the captured images are transferred

onto an ordinary hard disk for processing. A high speed FPGA based embedded

system is designed to precisely control the timing for camera triggering and light-

ing. Currently the system is capable of capturing at 110 FPS without any image

losses, for around 10 minutes. This restriction of 10 minutes can be reduced by

using a bigger solid state drive. The custom board samples the pneumotachome-

ter data at the rate of 1000 samples per second. A typical Pneumotachometer

volume (PV) signal is shown in Figure 3.4.

To estimate surface gradient, Photometric Stereo requires at least three im-

ages taken from the same view point but with different light directions. In our
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setup we use five images to estimate surface gradient. Four images are taken by

turning on one light source at a time as shown in Figure 3.5(a) to Figure 3.5(d).

Light sources are placed at equal distance from each other to get homogeneous

light distribution among all four images as shown in Figure 3.2. The fifth image

is taken when no light source is turned on to get the background light intensity

(noise) as shown in Figure 3.5(e). All images are taken in unconstrained room

environment a light on ceiling is visible in Figure 3.5(e). This room noise is re-

moved using background subtraction. By using a circular shift method we are

able to generate 3D data (surface gradient) at 44 fps for the whole torso.
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3.3 Volume calculation from photometric stereo

The volume of the torso is represented as the total average gradient; we call it the

gradient volume (GV ). GV is calculated by adding the absolute average of p and

q and then normalizing it as shown in equation 3.26 and equation 3.27 for both

front and back.

V =
1
k ∑(|p f |+ |q f |)+

1
l ∑(|pb|+ |qb|) (3.26)

Where k and l are the total number of valid pixels in the front and back images

respectively, p f , q f are the local surface gradients of front image and pb, qb are

the local surface gradients of the back image. To compare the GV with the volume

obtained from Pneumotachometer normalization is applied on both signals using

equation 3.27.

GV =
V − [1

t ∑V ]

max(|V − [1
t ∑V ]|)

(3.27)

Here t represents total values in the temporal domain. A typical GV signal

obtained from the method explained above and normalized by equation 3.27 is

shown in Figure 3.6.
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Figure 3.6: Volume obtained from surface gradient (GV). Horizontal axis is time

in seconds. Vertical scale is a normalized representation of volume, to compare

volume obtained from Pneumotachometer and Gradient.

High correlation (0.98) between gradient volume and Pneumotachometer vol-

ume (Ground Truth) was found as shown in Figure 3.7. It also reflects that the

effect of the error in surface gradient is very minimal on volume calculation be-

cause of the normalization and calibration processes used to calculate the relative

and absolute amount of air.
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Figure 3.7: Comparison of Pneumotachometer Volume (PV) and Gradient Vol-

ume (GV) (combined front and back). Horizontal axis is time in seconds. Vertical

scale is a normalized representation of volume.

3.4 Conclusion

Photometric Stereo based pulmonary functional testing system is developed and

initial experiments showed that the volume signal is highly correlated to the tra-

ditional spirometer. The volume signal can be obtained using the gradient cal-

culated from photometric stereo images. However there are a few assumptions

and limitations regarding photometric stereo. Some of the assumptions can be

handled by using proper calibration and by wearing a white t-shirt. However pho-
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tometric stereo does not provide any information about the absolute distance of

the object from camera or the absolute dimensions of the object. To obtain the

absolute amount of air, a new distance calculation method is proposed in next

chapter. A light vector direction improvement method is also proposed in the next

chapter.
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Chapter 4

An Improved Photometric Stereo

Through Distance Estimation And

Light Vector Optimization From

Diffused Maxima Region
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In this chapter photometric stereo is discussed in detail. Light vector direc-

tion for Photometric Stereo is improved by employing Diffused Maxima Region.

Distance of object from camera is first calculated and then used to improve the di-

rection of light vectors. In later chapter we use this distance information to obtain

the absolute amount of air from the initial experimental results.

4.1 Introduction

Traditional Photometric Stereo (PS) recovers the surface shape of an object or

scene by using several images taken from the same view point but under differ-

ent controlled lighting conditions [14, 71, 82]. It has been extensively used in

many applications [2, 3, 37, 38, 42, 46, 56], especially for estimating high density

local surface orientation in the fields of computer vision and computer graphics.

However the 3D reconstructions from the recovered surface orientation are prone

to low frequency geometric distortion because the real illumination is unable to

satisfy the assumed, ideal conditions under which PS works [43].

Light sources in PS are normally assumed to be at infinite distance from the

scene so that a homogeneous and parallel incident light condition can be formed

and then the problem becomes solvable through a group of linear equations. In

reality it is not always possible to produce parallel incident light, especially when
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the object size is big or the distance of object from light source is relatively small.

Any underestimation or misalignment of the illumination may produce some error

during recovery of the surface orientation. For example, a 1% uncertainty in the

intensity estimation will cause a 0.5-3.5 degree deviation in the calculated surface

normal for a typical three-light source photometric stereo setup [70]. Uncertainty

in the calibration process can also lead to systemic errors when recovering sur-

face normals and in the 3D recovered surface [49], [43]. It is also essential to

have the best knowledge of the radiance distribution of the light sources when

they are used to build the PS imaging setups.

Furthermore PS gives no information concerning the absolute distance of the

object from the camera. Another additional imaging modality is normally required

for obtaining the range data, for example laser triangulation or stereo vision tech-

niques have been combined with the PS approach [23, 26, 39, 47, 83].

In this chapter we present a novel method for calculating the distance of an ob-

ject using the photometric stereo imaging setup and then use this additional infor-

mation to improve accuracy of surface normal estimation by calculating per-pixel

light direction rather than assuming same light direction for every pixel. Using only

one camera and four lights without a requirement for any additional hardware, and

with only little extra processing cost, the object’s distance from the camera is esti-
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mated by finding the diffused maxima region (DMR). DMR is a small patch on the

object surface whose normal is pointing towards the light source [16, 29]. From

this the estimated distance is used to calculate the light vectors at every image

pixel thereby minimizing the error associated with the assumption of collimated

light source. This allows the photometric stereo method to work with real light

sources, on Lambertian surfaces that have at least one small patch with normal

vectors pointing directly towards the light.

4.2 Background and related work

The common low cost approach to produce collimated light is to use convex

lenses or concave mirrors; but even in these cases, only a narrow parallel light

beam with a similar physical size to that of the lens or mirror can be obtained. To

produce a collimated light source for a larger scene area, a possible solution is

to develop a custom optical system with an array of specially aligned individual

light units. Unfortunately this results in a high hardware and setup cost [68]. An-

other practical solution is to set the light sources far away from the object [11] , so

that the light can be approximated as a distant radiation point source. This strat-

egy may help to provide evenly distributed radiance across the object surface,

but it sacrifices the majority of the illumination intensity, and correspondingly de-
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creases the signal/noise ratio of the whole system. In addition, such a distant

lighting setup usually means a large impractical working space is required. So

this approach is only suitable for those light sources able to produce high lev-

els of energy and those applications where a large redundant space is available.

In terms of the availability and flexibility of current commercial illumination, the

distant illumination solution is often not an optimal choice.

A nearby light source model has been considered as an alternative by Kim

[48] and Iwahori [44] to reduce the photometric stereo problem to find a local

depth solution using a single non-linear equation. By distributing the light sources

symmetrically in a plane perpendicular to camera optical axis, they were able to

get a unique solution of non-linear equations. However, selection of initial values

for the optimisation process and limitations in the speed for solving non-linear

equation are the main problems with this method.

A moving point light source based solution has been proposed by Clark [21]

termed “Active Photometric Stereo”. By moving a point light along a known path

close to the object surface a linear solution can be formulated to solve the pho-

tometric stereo problem. However, the range of motion of light must be closely

controlled in order to guarantee the efficiency of the solution.

Kozera and Noakes introduced an iterative 2D Leap-Frog algorithm able to
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solve the noisy and non-distant illumination issue for three light-source photo-

metric stereo [51]. Because distributed illuminators are commercially available,

Smith et al. approximated two symmetrically distributed nearby point sources as

one virtual distant point light source for their dynamic photometric stereo method

[69]. Unfortunately, none of these methods lend themselves to a generalized

approach.

Varnavas et al. [74] implemented parallel CUDA based architecture and com-

puted light vectors at each pixel, so that a changing light direction was taken into

account. However in practice the whole surface is not necessarily at the same dis-

tance from the light source, especially when the size of the object is comparable

to the distance of the light source.

4.3 Proposed Method

By estimating the distance of the object from the camera we can improve the ac-

curacy of the surface normals by calculating the light vector of every pixel based

on its distance from the camera and light source. The proposed method is sum-

marised in Pseudo code in Table 4.1. It is divided into three parts: “Light source

position estimation”, “Object distance estimation” and “Per pixel light direction

calculation”. Light source position estimation is required only once during the rig
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calibration process.

4.3.1 Light source position estimation

The general assumption that the light vector is the same at every point (pixel) is

mostly not true in practice, so subsequently we use triangulation and the intersec-

tion of at least two light vectors (calculated at different positions) to determine the

true position of a light in a world coordinate system at the optical centre as shown

in Figure 4.1. A specular sphere is used to calculate the light vectors at several

(we take two as example) different locations in the imaging area. The intersection

of these light vectors is taken as the position of the light in the real world coordi-

nate system. The position of light 1 is calculated by finding the intersection point

of light vectors
−→
L1

1 and
−→
L1

2 as shown in Figure 4.1.
−→
L1

1 is the light vector calculated

at a sphere surface position p1
1 by placing the sphere at one random location and

−→
L1

2 is the light vector calculated at a sphere surface position p1
2 by placing the

sphere at another random location in the imaging area. To calculate
−→
L1

1 and
−→
L1

2

Equation 4.1 is used.

−→
L = 2(−→n .

−→
d )−→n −

−→
d (4.1)

Where
−→
d is reflection direction taken as (0,0,1), −→n is unit surface normal at
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Table 4.1: Pseudo code of proposed method.
1. Light Source Position Estimation.
1.1. Place a specular sphere in Field of view.
1.2. Calculate Light vector using equation 4.1.
1.3. Calculate position of the highlight point in world coordinates us-

ing equation 4.12.
1.4. Repeat steps 1.1 to 1.3 by placing the sphere in another location.
1.5. Once two light vectors and two highlight positions for the same

light has been calculated using the above steps, the position of light

can be calculated using equation 4.4.
1.6. Repeat steps 1.1 to 1.5 for all light sources to calculate light

positions.
1.7. Calculate light vectors of all lights by placing the sphere in the

centre of field of view by using equation 4.1. These light vectors will

be called pseudo light vectors.
2. Object distance estimation.
2.1. Capture a sequence of images of the object.
2.2. Calculate surface normals by using pseudo light vectors and

equation 3.6. Resultant normals are called pseudo normals.
2.3. Calculate diffused maximum region by using equation 4.13.
2.4. Create a vector from centre of diffused maximum region to centre

of lens as shown in Figure 4.3(a).
2.5. Now using origin of lens, pseudo light vector, position of light

and vector created in step 2.4 we can calculate distance of object by

using the same intersection equations as used in step 1.5.
2.6. Repeat steps 2.2 to 2.4 for every light source and take average

of all estimated distance values for final estimated value.
3. Per pixel light direction calculation.
3.1. Draw an imaginary plane at the estimated distance.
3.2. Calculate vectors from light position to every pixel on the plane

to obtain per-pixel light vectors.

69



point p1
1 or p1

2, −→n = (nx,ny,nz), nx = px− cx, ny = py− cy and nz =
√

(r2−n2
x−n2

y),

(cx,cy) and (px, py) are the pixel coordinates of the sphere centre and the highlight

on the sphere respectively, and r is the radius of sphere in the image plane.

Figure 4.1: Calibration setup for light position calculation and initial (Pseudo) light

vector calculation.

The intersection of
−→
L1

1 and
−→
L1

2 can be calculated using equations 4.2, 4.3 and

4.4 [27]

Lp1
1 = p1

1 +

(
−→
L1

2× (p1
1− p1

2)).(
−→
L1

1×
−→
L1

2)

(
−→
L1

1×
−→
L1

2).(
−→
L1

1×
−→
L1

2)

∗−→L1
1 (4.2)

Lp1
2 = p1

2 +

(
−→
L1

1× (p1
1− p1

2)).(
−→
L1

1×
−→
L1

2)

(
−→
L1

1×
−→
L1

2).(
−→
L1

1×
−→
L1

2)

∗−→L1
2 (4.3)
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Lp1 =
Lp1

1 +Lp1
2

2
(4.4)

E = |Lp1
1−Lp1

2| (4.5)

Lp1 is the 3D position of light 1 in the world coordinate system. Lp1
1 is the

point on vector
−→
L1

1 closest to
−→
L1

2, Lp1
2 is the point on vector

−→
L1

2 closest to
−→
L1

1, E is the

distance between these two points - which can be used to measure the accuracy

of the calculation. If E is zero then both light vectors intersect. However, due to

error in estimating the light vector, the position of the highlight or sphere centre E

is not always zero or close to zero. So we use a threshold to establish when the

estimated light position is not accurate. In this case the sphere can be positioned

in additional places to improve the accuracy.

To calculate the position of light using the above method we need the position

of at least two highlights on the sphere surface. These highlights can be calcu-

lated by first calculating the centre of the sphere. As the actual size of the sphere,

focal length of the camera and physical pixel size of camera sensor are known, we

can find the position of the centre of the sphere in the world coordinate system.
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C(X ,Y,Z) =
[
−x
fx

Z,
−y
fy

Z,Z
]

(4.6)

Z =
focal length * sphere actual radius
pixel length * sphere pixel radius

(4.7)

Where Z is the distance of sphere centre from camera in the z-direction, fx

and fy are the focal length in pixels in x and y direction. Once the centre of sphere

C is known, the surface normal −→n at point P (highlight pixel position) can be used

to calculate P from equation 4.8.

P(X ,Y,Z) =C(X ,Y,Z)+ k ∗n(X ,Y,Z) (4.8)

k is a constant required to calculate P. As P lies on the surface of the sphere

|P−C| should be equal to the sphere radius and by using value of P from equation

4.8 we can solve the value of k from the following equations.

|c+ k−→n − c|= sphere actual radius (4.9)

|−→n |= 1 (4.10)
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k = sphere actual radius (4.11)

Once the value of k is calculated, it can be used in equation 4.8 to calculate

the position of the highlight on the sphere surface in real world coordinates; as

shown in equation 4.12.

P(X ,Y,Z) =C(X ,Y,Z)+(sphere actual radius)∗−→n (4.12)

4.3.2 Object Distance Estimation

The object distance from the camera is calculated by using the Diffused Maxima

Region (DMR), which is calculated by taking the absolute value of the dot product

between the pseudo light vector and pseudo surface normal, and then applying

a threshold; as shown in equation 4.13. During experimentation we have found

that for most cases the threshold is greater than or equal to 0.9.

DMRi = |
−→
N .
−→
Li | ≥ 0.9 (4.13)

−→
Li is a pseudo light vector for light i and

−→
N is the pseudo surface normal at

each pixel. The pseudo light vector
−→
Li is calculated during the calibration process
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by placing the sphere at the centre of the field of view, it is assumed to be the

same for every pixel. The centre of the DMR gives us the point where the surface

normal and the light vector are approximately aligned. Many DMR(s) can exist

on the surface of an object but the region with maximum pixel area is considered

to be the best choice. Lights are arranged in a square arrangement as shown

in Figure 4.4(a) and the dot product of the light vectors with surface normals are

shown in Figure 4.2. Higher value of dot product means it is closer to the diffused

maxima. Figure 4.2 shows the four selected DMR centres plotted on a height map

of a synthetic sphere and a real human dummy torso.
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(a)

(b)

(c) (d)

Figure 4.2: (a) and (b) dot product of image with its light vectors. Diffused maxima

regions are highlighted in dark red colour. (c) and (d) Diffused Maxima Regions

centres are plotted on Height Map
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Once the DMR centre is identified in the image plane, a vector
−→
Ov can be cre-

ated from the DMR centre to the centre of the lens O, as shown in Figure 4.3(a). O

is also the origin of the world coordinate system. Now by using origin O, position

of light LP, light vector
−→
L1 and vector

−→
Ov, we can determine the intersection point

of these two vectors in world coordinates by using equations 4.2, 4.3 and 4.4.

The average of the Z coordinate of these points of intersection is the estimated

distance of the object from the camera.

4.3.3 Per pixel light direction calculation

Once the distance of the object is known from the camera, an imaginary plane

parallel to the image plane is created. The pseudo height of the object is then

defined relative to this plane by adding the reconstructed surface from pseudo

normals; so that new light vectors for each pixel point for each light are created as

shown in Figure 4.3(b). The pseudo height of the object is calculated by integrat-

ing [67] the pseudo surface normal N and then scaling the height to compensate

for the camera distance.

Traditional photometric stereo assumes that the light direction is the same

across the whole scene but in reality, particularly where the object has a com-

parable size to the illumination working distance, it is clear that this varies; as
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shown in Figure 4.3(b). This variation needs to be considered for accurate sur-

face normal calculation because any variations in the illumination position are

finally interpreted as uncertainty in recovered surface normals. For our synthetic

imaging setup Table 4.2 shows the range of light vectors in terms of tilt and slant

of a plane at a known distance from the camera, compared to traditional photo-

metric stereo where the tilt and slant angle of illumination are normally assumed

fixed.
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4.4 Experiments

Experiments were performed on a range of synthetic images as well as with real

images. For real images a setup based on a Teledyne DALSA Genie HM1400 1.4

Mega pixel monochrome camera and High power LEDs was designed as shown

in Figure 4.4(a). A commercial 3dMD [1] system is used to acquire ground truth

data as this system has a reported 0.2 mm accuracy in depth measurement.

3dMD is a commercial system which uses stereo vision to calculate dispar-

ity between two images and construct the 3D shape of the object. In order to

calculate disparity, pixels from one image are matched with second image this

corresponding problem is very well known in machine vision literature. This is a

resource intensive task. To simplify this, 3dMD projects a known pattern onto the

objects during capture to allow easier point matching. The advantages of such

technique are high accuracy and fast acquisition times. However, the processing

time is approximately 90 sec to reconstruct a small object on a modern desktop

computer. This type of system is also expensive, requires a time consuming cal-

ibration procedure, and omits fine details such as wrinkles and pores as well as

struggling with hair.

Figure 4.5(a) shows the error (mm) in the calculation of object distance from

camera when the initial calibration (pseudo light vectors) of the setup is performed
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(a)

(b) (c)

(d) (e) (f)

Figure 4.4: (a) Image acquisition Setup. (b-f) images of Objects used in Experi-
ments
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with the specular sphere located approximately at 2000 mm from the camera. The

∼±20 mm uncertainty is found when the object is moved from 1800 mm to 2200

mm from the camera. This is relatively high compared to other 3D range finding

technologies, however the system can achieve a recovery in pixel level which is

not provided by any other 3D imaging systems.

4.5 Results

This chapter has presented a method to enable light vectors to be calculated

dynamically (as an object moves in field of view) for improving photometric stereo

3D surface reconstruction performance. Traditional Photometric Stereo assumes

that light vectors at every pixel are the same, which is not usually the case in real

applications, and especially where the object size is comparable to object range.

The error in estimating the surface normals is highly dependent on the placement

of the calibrated object relative to the camera. By using the proposed method this

error is reduced and almost constant and independent from the working distance.

To test the accuracy of the surface normals acquired from the proposed method

we have used Mean Angular Error (MAE) as the measure of accuracy. MAE is

calculated by taking the cosine inverse of the dot product of a ground truth surface

normal and a calculated surface normal. Table 4.3 summarises the Mean Angu-
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(a)

(b)

Figure 4.5: (a) Absolute Error in distance estimation from camera to object. (b)
Mean angular error in surface normals.
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lar error calculated from synthetic as well as real images. Table 4.3 shows that

the mean error in the height calculation of the reconstructed surface is improved

around 2-6 mm in height and there is around 2-3 degree improvement in surface

normal estimation.

Figure 4.5(b) shows mean angular error (degrees) when the object is moved

from 1900 mm to 2100 mm with the initial light vector for traditional photometric

stereo and a pseudo light vector for our proposed method calculated at 2000 mm.

It can be found that the MAE in traditional photometric stereo is highly dependent

on the location of object with respect to the calibration position while the proposed

method has a constant low MAE.
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Figure 4.6(a) shows the surface reconstructed from surface normals obtained

from traditional photometric stereo while Figure 4.6(b) is the surface reconstructed

from surface normals obtained from the proposed method by using a Poisson

based surface integrator [67]. If we visually compare Figure 4.6(a) with the ground

truth in Figure 4.6(c) we can easily find low frequency geometric distortion in ad-

dition to high frequency noise. This geometric distortion is due to the fact that

photometric stereo in its original form interprets a change in light intensity due to

change in light direction as change in surface normal, which is very common in

low cost and large field of view photometric stereo imaging setups. In compari-

son, Figure 4.6(b) is more flat and closer to the ground truth. This is because the

geometric distortion is partially removed by considering the lighting distance from

the object surface. The same phenomena can be observed clearly by plotting

slices of the surfaces as shown in Figure 4.7.

Figure 4.7 shows slices of reconstructed surfaces. When comparing the pro-

posed method, with traditional photometric stereo, it is clear that the proposed

method calculates more accurate surface normals and hence better surface re-

construction.
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(a)

(b)

(c)

Figure 4.6: (a) Integrated surface using traditional PS. (b) Integrated surface using
Proposed method. (c) Surface scanned from 3dMD as a ground truth.
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(a) Synthetic Sphere (b) Synthetic Horse

(c) Synthetic Bunny (d) Human Torso Dummy

(e) Polystyrene Face (f) Polystyrene Owl

Figure 4.7: Slices of integrated surface
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4.6 Conclusion

In this chapter a novel method for distance calculation is presented. Proposed

method uses fact that objects in nature are convex shaped and at-least on patch

of surface exists on the whole surface who’s normal is pointing towards the light

direction. Several such points are detected on the surface and then distance of

object from camera is estimated to help improve the surface normal’s accuracy.

In-addition of improved surface normal this method produces distance of object

from camera as by-product which is used in later chapters for converting relative

breathing signal to absolute breathing signal.
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Chapter 5

Non-Contact Pulmonary Functional

Testing through an improved

Photometric Stereo Approach
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The technique used for the preliminary results of photometric stereo based

Pulmonary functional testing, presented in chapter 3, is further extended in this

chapter to calculate the absolute amount of air. It utilizes the distance calcula-

tion method developed in previous chapter. Distance of object calculated using

Diffused Maxima Region is used as a feature to convert relative air volume to

absolute air volume. Gradient volume is calculated using Photometric Stereo and

then the gradient volume is converted to absolute volume by using two calibration

steps which are also discussed in this chapter.

5.1 Calculating Absolute Amount of Air Volume

Air volume calculated from photometric stereo in the section 3.3 does not give

the absolute amount of air. To calculate the absolute amount of air from the sur-

face gradient we use two calibration steps. The first calibration step is to convert

the gradient information into digital flow value which is achieved through linear

regression by constructing a feature vector of gradient, number of pixels and dis-

tance information. This digital flow value is then converted to absolute air volume

in the second step by using a linear curve fitting of digital flow to a values carefully

estimated from a Analog flow meter. The flow of data and calibration process is

shown in Figure 5.1.
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Figure 5.1: Gradient Volume to Absolute volume conversion

5.1.1 Gradient to digital flow

The least square method is used for regression by using a feature matrix [X ]. [X ]

is constructed using the surface gradient, number of pixels and the distance of

object from camera which is obtained through technique developed in last chap-

ter. The signal obtained from the Pneumotachometer is digitized using an analog

to digital converter (ADC) and is represented as pv. φ is trained using [X ] and pv.

Five healthy subjects were used for training of φ .

X = [gradient, number o f pixels, distance] (5.1)
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φ = (X ′ ∗X)
−1 ∗X ′ ∗ pv (5.2)

pv2 = X2 ∗φ (5.3)

Where [X2] is the new input and pv2 is the synthesised digital Pneumota-

chometer signal which will be converted to absolute air volume using Equation

5.4.

5.1.2 Digital flow to absolute volume

The system attempts to measure the tidal breathing characteristics of a patient by

optically measuring the volume of the torso. As a comparison, data are recorded

synchronously from a pneumotachometer to benchmark the performance of the

system against a current medical technique. A calibration experiment has been

conducted to quantify the companion pneumotachometer data and hence evalu-

ates the performance of the system.

The pneumotachometer used is a Hans Rudolph type 3700B, with a specified

range of 0→ 22
3 L/s. The pneumotachometer itself is calibrated by the manufac-

turer in terms of input flow rate to output differential pressure, but multiple pieces
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of instrumentation are required to measure the differential pressure. Therefore a

wider calibration of the pneumotachometer system is required.

A pneumatic calibration system has been constructed to perform the calibra-

tion. An 8 standard atmosphere air compressor with a 24 litre tank provides the

air source, followed by a 0.01 µm filter to minimise oil contamination of the air. A

manually operated precision pressure regulator provides the flow rate control. Air

flow measurements are provided by an Omega FL911G rotameter type flowme-

ter, which measures flow rate up to 10.2 ft3/min (4.8 l/s), with an accuracy of 2%

of full scale, and repeatability of 1% of full scale. Flow measurements were per-

formed with the compressor unpowered to prevent noise being introduced into

the air flow. With careful control of the pressure regulator, it was possible to con-

sistently achieve flow rates with a precision of 0.05 ft3/min (24 ml/s), one quarter

of the flowmeter’s coarse scale marking of 0.2ft3min−1/0.2” (94mls−1/5.1mm).

The volume of the air tank was sufficient to allow approximately twenty sec-

onds of constant flow rate at the maximum used flow setting (3 l/s), before the

tank pressure dropped too low for the regulator to perform linearly. This allowed

sufficient time to adjust the regulator settings to the desired flow rate and initiate

measurements before moving on to the next flow setting. The equation (5.4) ob-

tained after calibration is used to calculate the absolute amount of air as shown
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(a) Air Compressor (b) Pneumatic Rig

Figure 5.2: Pneumatic Apparatus

in section 5.1.2.

The absolute amount of air inhaled and exhaled is calculated from digital flow

by using linear curve fitting. The coefficients of polynomial are calculated using

values obtained from the carefully controlled air flow meter and then digitizing that

flow using an analog to digital converter and a transducer.
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absolutevolume =C1 ∗ pv2 +C0 (5.4)

Where C1 = 0.002085, C0 =−4.007

5.2 Results

The mechanical and electrical components used for building the rigs have been

approved as safe for use with human subjects. The setup has been used to test

on six healthy volunteers with authorization of ethics approval. These six subjects

are different from the five subjects used during training so a total of 11 subjects

are used during the whole process.

The following experiments are designed to verify the accuracy of the devel-

oped PS imaging system and the performance for measuring the breath volume.

A commercial 3D scanner and a pneumotachometer are being employed as a

reference for comparing measurement results. To quantify the error of surface

gradient obtained from photometric stereo, we compared it with gradient obtained

from 3dMD [1], a commercial device with 0.2 mm accuracy in depth measure-

ment. The results in Table 5.1 show the moderate errors associated with the PS

approach which are acceptable when compared to those for the gradient obtained
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from 3dMD system.

Mean Angular Error (degree)

PS 3dMD

Synthetic Sphere 1.64 N/A

Real polystyrene Sphere 1.83 0.32

120 degree wedge 1.9 0.4

Table 5.1: Mean Angular Error in surface normal obtained using Photometric

Stereo and 3dMD

A high correlation (0.98) between gradient volume and Pneumotachometer

volume (Ground Truth) was found as shown in Figure 5.3. This also indicates that

the effect of error in the surface gradient is very minimal following volume calcu-

lation, because of the normalization and calibration processes used to calculate

the relative and absolute amount of air.
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Figure 5.3: Comparison of Pneumotachometer Volume (PV) and Gradient Vol-

ume (GV) (combined front and back). Horizontal axis is time in seconds. Vertical

scale is a normalized representation of volume.

Analysis of the front and back has been performed independently, which sug-

gests that the correlation of the back gradient volume is negatively correlated to

the Pneumotachometer volume and front gradient volume is positively correlated

to Pneumotachometer volume as shown in Figure 5.4. The Front GV shows high

correlation with PV. But when the back GV which is weakly and negatively corre-

lated with PV, is added to front GV it yields higher correlation as compared to the

front GV alone. This phenomenon is shown in Figure 5.4 as well as in Table 5.2.
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Correlation

Front GV 0.94

Back GV -0.64

Combined GV 0.98

Table 5.2: Gradient Volume analysis and comparison of front, back and combined

GV

99



(a)

(b)

Figure 5.4: (a): front Gradient Volume (GV) and Pneumotachometer Volume (PV)

plot, (b): back GV and PV plot. Horizontal axis is time in seconds. Vertical scale

is a normalized representation of volume.
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The system is also designed to be tolerant to the subject’s position and ori-

entation within the rig. Figure 5.5(a) and Figure 5.5(b) shows the correlation

between the volume obtained from Pneumotachometer volume and gradient vol-

ume while the subject is standing in different locations relative to the rig. After

the calibration process of converting the relative GV to absolute air volume the

correlation drops from 0.98 to 0.96 as shown in Figure 5.6. This is due to errors

introduced during the training and curve fitting processes involved in calibration

steps.
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(a) Sagittal plane

(b) Coronal plane

Figure 5.5: Subject displacement chart in Sagittal and Coronal plane. Vertical

axis is the correlation between Gradient volume and Pneumotachometer volume.

Horizontal axis is the displacement of subject from centre of rig in Sagittal and

Coronal plane in centimeters.
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(a)

(b)

Figure 5.6: (a) the plot of Pneumotachometer volume and Gradient volume in

digital scale. (b) the plot of Pneumotachometer Volume and Gradient absolute

volume in litres
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The experiments have been performed on 6 healthy subjects and results have

been summarised in Table 5.3. Table 5.3 shows high degree of correlation be-

tween the air volume obtained from a Pneumotachometer and the air volume

estimated from photometric stereo images.

Correlation between PV and Absolute GV

Subject 1 0.960

Subject 2 0.935

Subject 3 0.963

Subject 4 0.958

Subject 5 0.916

Subject 6 0.922

Table 5.3: Pseudo code of proposed method.

5.3 Conclusion

We have proposed a novel non-contact approach and designed a device to per-

form Pulmonary Functional Testing (PFT) on patients of any age. The unique

features of the device are that it needs very little calibration and no registration

between front and back view, and generates at least 2000 times higher resolution

data compared to similar systems. We also presented a method to calculate the

distance of a subject from a camera using photometric stereo images which helps
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in calculating the absolute amount of air inhaled and exhaled. As the system is

based on off the shelf and cheap components it is relatively easy and cheap to de-

sign. In the future we are planning to use the device for detecting a range of chest

and back bone problems and take advantages of high resolution 3D recovery for

regional analysis of the torso.
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Chapter 6

Conclusions, Limitations and

Future Work
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Pulmonary functional tests are very essential in order to assess the lung func-

tionality for many respiratory conditions and diseases, such as chronic obstructive

pulmonary disease (COPD) and asthma. It also helps the patient with undiag-

nosed respiratory symptoms such as wheezing, coughing, or shortness of breath.

However pulmonary functional testing is not always possible as it requires a high

degree of compliance from the patient. This higher degree of compliance is not

always possible from very young or very old patients. This test is also not feasible

for an unconscious patient or someone who is not capable of holding mouth piece

in their mouth.

Although a Spirometer provides very good data in relation to pulmonary func-

tional testing, a Spirometer only gives two dimensional data and does not give any

information about the physical structure of human chest or abdomen. It yields no

information as to whether the patient is breathing from the chest or abdomen and

whether both lungs are contributing equally to the in total breathing volume or not.

A photometric stereo based non-contact pulmonary functional testing is pro-

posed in this thesis. The set-up is capable of capturing simultaneously, motion of

the human torso both from front and back. Although the data acquisition of the

front and the back is simultaneous, there is no registration required between both

views. Only the front side can be used if patient is not capable of standing in the
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rig. Even though the gradient volume obtained from back side is negatively cor-

related with ground truth, when combined with front gradient volume, it produces

higher resultant correlation than the front only. This phenomenon has not been

demonstrated by any other system designed for pulmonary functional testing be-

fore. Due to the use of the off-the-shelf camera and illumination sources, it is very

inexpensive to physically build this system and a high special resolution can also

be achieved with low cost consumer cameras.

A method to calculate the distance between the object and the camera, using

photometric stereo images is presented in this thesis. This method also pro-

vides the ability to calculate the absolute amount of air inhaled and exhaled. This

approach offers a useful way to add range data, improving accuracy and reduc-

ing distortion in Photometric Stereo acquired reconstructed 3D surfaces. Distor-

tion in Photometric Stereo derived 3D surface data is a well know limitation of

the method and its solution offers opportunity for taking advantage of the Photo-

metric Stereo methodology in a new range of challenging applications, including

accurate real-time reconstruction of non-rigid 3D surfaces, such as the moving

human chest. In this thesis we also presented a new method to calculate light

vectors dynamically for improving photometric stereo 3D surface reconstruction

performance. The improvement in light vector estimation is achieved through cal-
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culating the distance of the object from the camera, using diffused maxima region

and then using this distance to calculate per-pixel light vector dynamically. This

dynamic calculation can be done in real-time (i.e. real-time reconstruction of a

deforming 3D shape, such as a human chest). By using the proposed method,

the error in surface normal estimation is reduced to become almost constant and

independent from the working distance. Experiments performed on synthetic and

real scenes shows there is improvement of up to 45% in surface normal and up

to 6 mm in the reconstructed surface height.

Limitations and Future Work

A high correlation has been achieved between a Spirometer and the proposed

method, however it does have its limitations.

The system currently requires a manual estimation of the initial pseudo light

vector, with the help of a specular sphere. This step is performed to calculate the

absolute distance of the object from the camera and to calculate the improved

light vectors. This is only required once, when the rig is installed but a possible

future work would be to automatically calculate these initial light vectors.

One of the main assumption of the system, is that all light sources emit homo-

geneous amount of light with respect to each other as well as with respect to the
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area under observation. This assumption is not true for real physical light sources

and can make a big difference in overall surface gradient calculation. Hence this

could be investigated further to improve the system’s accuracy.

The current size of the physical rig is not very practical for small examination

rooms, so possible future work is to investigate the possibility of a smaller sized

rig. The smaller size of the rig will have an additional advantage of a homoge-

neous distribution of light with respect to centre of the area of observation, as

errors in light vector will be evenly distributed around the centre of the observed

scene.

Currently, experiments and analysis are performed on healthy subjects with no

known breathing conditions. However the non-contact nature of the device is ideal

for doing breathing analysis of patients with many breathing related conditions. In

addition to helping doctors with fast and accurate analysis of breathing conditions,

it can also be used for monitoring chronic conditions. This method has potential

for being a substitute for monitoring conditions like scoliosis; which is currently

usually monitored using x-rays that have harmful side effects.

The method has been successfully calibrated and tested on healthy subjects,

however the technique still needs to be tested on real patients on the ward. The

calibration procedure used in this work can be further extended and applied to
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different medical conditions and patients.
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