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ABSTRACT
In this paper we propose an empirical method to develop
mapping strategies between a gestural-based interface (the
Gloves) and physically based sound synthesis models. An
experiment was conducted to investigate which gestures lis-
teners associate with sounds synthesised using physical mod-
els, corresponding to three categories of sound: sustained,
iterative and impulsive. The results of the experiment show
that listeners perform similar gestures when controlling sounds
from the different categories. We used such gestures in or-
der to create the mapping strategy between the Gloves and
the physically based synthesis engine.
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1. INTRODUCTION
Several interfaces for musical expression and sound synthe-
sis techniques have been developed in academia and indus-
try. However, the issue of how to connect interfaces to sound
synthesis, the so-called mapping problem, is still open. In
this paper we are interested in understanding whether there
exist a set of common sound producing gestures that people
perform to control different physically based sound synthe-
sis models. We are particularly interested in sound produc-
ing gestures which have been categorised by Cadoz into ex-
citatory gestures, which are human movements made with
the intention of transferring energy from the body to an in-
strument, and modulatory gestures, which are gestures that
modify the resonant features of an instrument [4]. Classical
musical instruments incorporate both categories of gesture,
excitatory gestures such as hitting, blowing and bowing, as
well as modulatory gestures such as the motion of the left
hand of a bowed string instrument. In this paper we are
interested in excitatory and modulatory gestures produced
exclusively by both human hands.
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2. RELATED WORK
The relationship between gesture and sound, and specifi-
cally which kind of gestures listeners and performers asso-
ciate with specific sounds, is an active field of research [9,
13, 8, 21].

When the connection between gestures and sound is not
predetermined, as is the case with digital musical systems,
Leman proposes that mappings should be chosen using an
approach based on embodied music cognition [15].

In [9], Godoy et al. document an experiment exploring
the associations that listeners have between gestures and
musical sounds. Listeners were asked to draw on an A4 Wa-
com tablet the gesture that they would ascribe to different
categories of sound. This preliminary study showed some
reoccurring gestures; for example, an ascending frequency
was often represented as an ascending line.

In a similar study, participants were asked to move a rod
in the air, pretending that the sound that could be heard
was produced by the rod [18]. Canonic correlation analysis
showed a strong correlation between vertical position and
frequency. In [5], the authors hypothesise that the gestural
response of participants was related to the ease with which
the sound could be identified. In two experiments, subjects
were exposed to sounds where the causing action was easily
identified, and sounds where such action was not identified.
It was found that gestures associated with causal sounds
resemble the causing action, while gesture associated with
non-causal sounds tended to follow the sound’s acoustic con-
tours.

The importance of mapping between gestures and sound
is also an active field of research, especially in the new in-
terfaces for musical expression community [23, 11, 22]. A
relatively new book covering several contributions to this
topic is [10].

Although bi-manuality is an important aspect of tradi-
tional musical instruments, the field of bi-manual coordina-
tion in new interfaces for musical expression has not been
widely investigated. Some exceptions exist in the work de-
scribed in [14, 7].

3. THE GLOVES
Gloves embedded with sensors have been widely adopted
in the human-computer interaction and new interfaces for
musical expression communities [20, 3]. A known example
from the electronic music community are the gloves built



by Laetitia Sonami in 1991.1 In this paper we use the Ar-
duIMU gloves developed by the team responsible of the re-
search presented in [16, 17]. Such gloves have one bend
sensor embedded in each finger, and are connected to one
ArduiMU sensor board in each hand, which comes equipped
with a MPU6000 combined triple-axis 2000 dps gyroscope
and 16 g accelerometer (see Figure 1).

The gloves can be connected to a computer either wire-
lessly through Bluetooth LE or through USB. A custom
software application called Glover receives the sensor data
from the gloves and encapsulates a number of signal con-
ditioning and posture recognition algorithms summarised
in [17]. The resulting data are sent out as OSC messages,
which are received within Max 6.

Detailed instructions for building such gloves are pre-
sented here:

http://theglovesproject.com/category/diy/

Figure 1: A photograph of the Gloves used in this
paper.

4. PHYSICAL MODELS
As with previous studies [9, 1], we considered the three cate-
gories of objects proposed by Schaeffer: impulsive, iterative
and sustained [19].

Based on those categories, we implemented several physics
based sound synthesis models as external objects for the
Max 6 environment.

4.1 Impulsive
For the categories of impulsive sonic objects, we imple-
mented an extended plucked string Karplus-Strong physical
model as described in [12]. The model allows to interact
with a string with varying inharmonicity by simulating the

1More details on Sonami’s gloves can be found here
here:http://www.sonami.net/lady_glove2.htm

act of plucking it. The control interface for the model is
shown in Figure 2. The model is controlled by the duration
of the excitation, the fundamental frequency of the string,
inharmonicity factor and damping factor of the string.

4.2 Sustained
For the sustained excitation we adopted a friction model as
described in [2], simulating continuous interaction between
rubbed dry surfaces. The model is used to simulate the act
of rubbing the rim of a tibetan singing bowl or bowing a
musical saw. The musical saw example is shown in Figure 3.
The interface includes control parameters for the resonating
object (fundamental frequency and damping factor) as well
as parameters for the exciter (in this case the bow), e.g.,
position, force and velocity of the bow.

4.3 Iterative
For the iterative excitation we implemented a physically
informed stochastic model (PhiSM) proposed originally in
[6]. This model is based on pseudo-random overlapping of
grains of sounds according to predetermined physical rules.
The control mechanism for such model is shown in Fig-
ure 4. The interface induces independent controls for five
resonators, although for the purpose of the experiment we
allowed only one of them to be modified; the others were
adjusted according to the frequency ratio implemented.

Figure 2: Control interface for the impulsive exci-
tation model (plucked string).

Figure 3: Control interface for the sustained exci-
tation model (musical saw).

5. EXPERIMENTAL DESIGN
The goal of this experiment is to investigate whether there
exists a recurring set of gestures that players would like
to use to control the different synthesis models; we would
then apply such gestures as mapping strategies between the
gloves and the physical models.

Seven participants (five professional musicians and two
non musicians) were asked to wear the gloves and listen to
different sound stimuli, produced using the physical mod-
els. Each participant was instructed to use their left hand
to control the parameters of the resonator, e.g., fundamen-
tal frequency and damping factor, and the right hand to
control the parameters of the excitation mechanism. After



Figure 4: Control interface for the iterative exci-
tation model (physically informed stochastic model
(PhISM)).

listening to each stimulus, participants were asked to pro-
duce a gesture with both hands that would represent the
control strategy for the sound heard.

The test set was comprised from 11 sounds in total, which
included all categories of iterative, sustained and impul-
sive sounds. The experiment was video recorded for further
analysis.

5.1 Results

Figure 5: Video capture from the experiment. Play-
ing the PhISM algorithm.

The video recordings where analysed using qualitative ob-
servations by the authors of the paper. They revealed the
common control procedures described in the following.

5.2 Left hand
• Six out of seven participants used an up and down

movement of the left hand as frequency control. Specif-
ically, participants responded to increases in frequency
by raising the left hand upwards, and viceversa (see
Figure 6).

• The last participant was moving the hand horizontally
to control the frequency.

5.3 Right hand
• During the control of impulsive sounds, the right hand

was simply used for hitting. The length of the gesture

Figure 6: Video capture from the experiment. Con-
trolling changes in frequency by moving vertically
the left hand.

corresponded to the duration of the plucked sound:
short damped pluck sounds were controlled by short
gestures, while longer sustained plucked sounds were
controlled by longer gestures.

• The same happened for the control of sustained sounds:
the right hand was used for starting and sustaining the
excitation, is a way similar to how bowed string play-
ers perform bow strokes. As in the case of an impulsive
excitation, the length of the gesture corresponded to
the duration of the sound.

• The iterative sounds represented by the physically in-
formed stochastic model had a very specific control
gesture: six out of seven participants moved alterna-
tively up and down the fingers of the right hand, at a
frequency corresponding to the variations of the par-
ticles.

• The last participant was hitting on the table to control
the iterative sounds.

• For both sustained and impulsive sounds, all subjects
performed control gestures whose length was the same
as the amplitude envelope of the corresponding sound,
e.g., longer sounds were reproduced using longer arm
gestures, and shorter sounds were reproduced using
shorter hand gestures.

This preliminary experiment, despite the small number of
participants, showed that there exist some common gestures
that listeners associate with specific sounds. We therefore
adapted those gestures to create the mapping strategy be-
tween synthesis models and the Gloves, as described in the
following section.

5.4 Mapping strategies
The results of the experiment described in the previous sec-
tion allowed us to design the mapping strategies between
the sound synthesis models and the Gloves.

For all models, we used the left hand to control the pa-
rameters of the resonator (e.g., fundamental frequency and
damping factor). As seen in the experiment, the vertical po-
sition of the left hand was used to control the fundamental
frequency. Specifically, a continuous upwards and down-
wards vertical motion of the left hand implied a continuous
increase and decrease of the fundamental frequency. This
position was tracked by integrating twice the value of the
accelerometer embedded in the left hand glove.

The right hand was used to control the parameters of
the excitation. For the impulsive and sustained gestures,
we used the accelerometer embedded in the glove to con-
trol the excitation. For the iterative excitation, the rate
of variations for the value of the bend sensors of the fingers
was used to control the physically based stochastic synthesis
algorithm.



6. CONCLUSIONS
In this paper, we presented a preliminary experiment whose
goal was to investigate whether there exists some common
sound producing gestures that listeners perform when played
a range of musical sounds, from sustained, to iterative to
impulsive. We were particularly interested in investigat-
ing such gestures in the context of bi-manual control of
physically based sound synthesis models, by instructing lis-
teners to control the parameters of the excitation with the
right hand and the parameters of the resonator with the left
hand. Despite the low number of participants, the experi-
ment indicated that a common set of sound producing ges-
tures might indeed exists. These common gestures allowed
us to empirically design the mapping strategy between the
Gloves and the different sound synthesis models.

Until now, the adopted mapping strategies have been in-
formally tested by few performers that found it rather intu-
itive after some limited training. Further studies are needed
in order to assess the playability of the connection between
the Gloves and different sound synthesis models, in such a
way that they can be utilised in performances.
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