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Abstract

The Centre for Environmental Data Analysis (CEDA) is a provider of two major services to the

environmental science community; JASMIN and the CEDA Archive. CEDA is frequently required

to evidence the impact it has on researchers and wider society. However, this is challenging as

there are currently no formal or standard processes for collecting impact information. To under-

stand how CEDA could collect impact information, and to allow its users to shape this monitoring,

over 500 users provided their opinions, preferences and suggestions as to how to share impact,

via six focus groups and an online survey. The results suggest that whilst there was a high degree

of willingness to provide impact information to CEDA there remains confusion around what

‘impact’ is. Users are keen to share impact in ways which utilize existing processes, and at times

which make sense to both the research and the impact, whilst also understanding the need and

purpose for sharing that information.
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1. Introduction

Funding organizations in the UK increasingly require evidence as to

how the research or facilities that they support provide benefits to

wider society, as illustrated by various grant application guidelines

from UK Research Councils (e.g., ESRC 2017; NERC 2018; STFC

2018) and via the Research Excellence Framework (REF) utilized by

UK Universities (REF2021 2018). This desire to map and evidence

the longer-term influence of research is commonly known as meas-

uring ‘impact’.

One facility that requires evidence of impact is CEDA (www.

ceda.ac.uk). Funded predominantly by UKRI, CEDA provides vari-

ous services to help support the environmental science community

(CEDA 2018a). These services include firstly, the CEDA Archive

(www.archive.ceda.ac.uk); a collection of UK environmental data

which is archived for long-term use. Types of data include, but are

not limited to; satellite images, climate models, and atmospheric

chemistry measurements (CEDA 2018b). Secondly, JASMIN

(www.jasmin.ac.uk); a data-intensive supercomputer co-located

with the archive, allowing users to bring their data for analysis and

also utilize archived data (JASMIN 2018). Despite the use of these

services by large numbers of environmental scientists, with over

17,000 active users, there has been minimal dialogue between the

operators of the services and users, with most exchanges typically

limited to user queries asking CEDA for functional support. CEDA

therefore provides a service that is well utilized, but little is known

about what users then do with those resources.

Like many centrally supported services, CEDA has been increas-

ingly encouraged to provide its funders, and ultimately the UK tax-

payer, with evidence of its impact to wider society outside of

academia (Lawrence and Townsend 2016). When users sign up to

the CEDA Archive services they are asked for what purpose they in-

tend to use any restricted data. However, this does not happen for

datasets which are open access. For JASMIN, service users have to

apply for access and are again asked about the purpose of their use.
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However, there has not been extensive analysis of these data, due to

limited staff resources and the sheer scale of applications received.

Previously, any consideration of impact has been achieved on an

adhoc basis, for example by directly asking key users what their re-

search impacts are, but in recent years, there has been a desire to for-

malize this process. This has occurred in parallel to increasing

requests of researchers to report on research impact through a

number of other mechanisms, including research applications, REF,

and databases such as ResearchFish (Reed 2016; Solans-Domènech

et al. 2019).

Where CEDA differs from some of these other research impact

reporting infrastructures is that its work does not directly lead to im-

pact; instead, it enables scientists to do their impactful research, and

it is therefore akin to other sorts of research support that might exist

for researchers, such as libraries, museums, and archives, or other

forms of technical support. Demonstrating impact is already diffi-

cult (Watermeyer 2011; Penfield et al. 2014; McCowan 2018), but

evidencing impact when it is once (or more) removed, and collecting

evidence from researchers who may already be feeding in evidence

across multiple mechanisms, is perhaps, even more challenging.

To further explore this context, this research aimed to investigate

how information on impact could be collected from CEDA users

and to propose recommendations as to how an impact gathering

process could be implemented.

2. The context of research impact

2.1 Definitions of research impact
Many governments now expect researchers, whose research is pub-

licly funded, to demonstrate how their research is relevant to the

world outside academia (Morgan 2014) and measuring impacts

from research has become increasingly integral in grant applications

and assessments of research excellence (Reed 2016). Although rea-

sons for wanting to evidence impact are complex, Penfield et al.

(2014) describe four primary purposes for assessing impact. These

include the need to have an overview of higher education, for func-

tions of accountability (to government, stakeholders, and wider pub-

lic), to inform ongoing funding, and finally, to understand better

ways of delivering impact (Penfield et al. 2014).

Despite this increased focus on impact, many organizations are

operating with subtly different definitions of impact (Williams

2020). In the UK, the Higher Education Funding Council (HEFCE

2016) defines impact as an ‘effect on change or benefit to the econ-

omy, society, culture, public policy or services, health, the environ-

ment or quality of life, beyond academia’, whilst UKRI (2018a)

defines it as ‘the demonstrable contribution that excellent research

makes to society and the economy’. Despite some variations, defini-

tions of impact tend to have the sense of extension outside of aca-

demia in common, as well as an implicit expectation that such

impacts will be of benefit.

2.2.Processes for reporting impact
The UK’s main assessment of research impact, introduced in 2014

by HEFCE, is the REF (HEFCE 2016). The REF’s purpose is to

provide accountability and evidence of benefits for publicly funded

research, to allow comparisons between higher education organiza-

tions, and to inform funding allocations (REF2021 2018). In 2011,

a joint statement from HEFCE, RCUK (now UKRI) and Universities

UK (UUK) (2011) summarized their commitment to the agenda;

making impact an essential component in all areas of the

research lifecycle. The UK is one of the few countries that has under-

taken a national assessment of impact within higher education

(Wilkinson 2017) but similar assessments have been piloted in other

countries, for example Australia (Morgan Jones et al. 2013).

The next REF is in 2021, and there is an ongoing commitment to

continue to assess institutions including on the basis of impact,

despite some changes to other aspects of the process (REF Steering

Group 2019). The increasing influence of research impact has led

some to report that researchers now consider impact at earlier stages

of their projects, seemingly due to a major shift in awareness around

impact (Marcella, Lockerbie and Bloice 2015). It has also been

suggested that the agenda’s influence is broadening the potential for

credit for activities, which may have been previously overlooked in

assessments, such as public engagement (Watermeyer 2012;

Williams 2020).

Impact information was also built into grant application proc-

esses for the UK Research Councils with ‘Pathways to Impact’

encouraging researchers to think about what can be done to ensure

their research makes a difference at the point of applying for funding

(UKRI 2018b), though there have recently been some changes to

this approach. The Research Councils concurrently use an online

system called ‘Researchfish’, an international system used by over

100 funders in the UK, North America, and Europe, to collect infor-

mation from their grant holders regarding the outcomes from their

work (UKRI 2018b).

Beyond these large-scale policy approaches, there is a lack of lit-

erature as to how other service providers (Kassab, Mutz and Daniel

2020), like CEDA, are collecting information about the impact they

have on users and wider society but there is evidence some are pro-

ducing impact stories for use on their websites or in reports (NCEO

2017; NEODAAS 2018). There is also evidence of non-public im-

pact reporting for environmental organizations; such as a national

capability commissioning project NERC has recently undertaken

with its data centres (including CEDA) via a survey, although this is

not yet published publicly (NERC 2016). As the impact agenda con-

tinues, with funders requiring this information more frequently

from service providers, solutions that work over a range of sectors

are likely to become more important.

2.3.Challenges in evidencing impact
Beyond the difficulties in defining and reporting on impact, evidenc-

ing impact is also not without its problems. Penfield et al. (2014)

summarizes five challenges associated with impact, most relating

to the timeframe in which impact occurs; time-lag (impact takes

time), developmental nature of impact (impact does not just happen

in 1 day), attribution (not easy to attribute to one single source),

knowledge creep (research understanding increases over time), and

finally, gathering evidence (difficult to collect information

retrospectively).

McCowan (2018) similarly reports on some well-known difficul-

ties in assessing impact such as; difficulties of evaluating impact, the

possible threat to blue skies research, and short-termism, alongside

less covered perils like impact relationships not being linear.

However, McCowan (2018: 292) states the principle danger is

‘when it starts to dominate, emphasis on impact can undermine the

practice of enquiry that is at the heart of the university’. For CEDA

users, this is likely to be a particular concern, as not all research in

which they are involved is likely to be particularly impactful
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(as defined by REF) for example. Blue skies theoretical research may

have considerable benefits longer term but these may not be immedi-

ately relatable to public issues (Watermeyer 2011), or driving the

research in the first instance.

There are then logistical and personal difficulties for researchers

involved in recording and evidencing impact. Marcella, Lockerbie

and Bloice (2015) interviewed established researchers who had

work submitted for REF 2014. Despite being established, they still

had difficulties with translating their work into REF templates; stat-

ing communicating impact using the REF template was difficult and

time-consuming. The lack of agreed definitions for impact was also

identified as a difficulty for researchers producing case studies; with

some stating advice was ill informed and lacking, a problem also

identified in other studies (Samuel and Derrick 2015). These difficul-

ties sit against a backdrop of broader changes to academic work,

with increasing pressures on researchers, and an erosion of trust

acknowledged (Macfarlane 2011). There are also criticisms that the

pressure to demonstrate impact has been so pronounced that policy

interventions have ‘outpaced theory’ (Williams 2020).

Literature then suggests that academics are ill-prepared or

trained in areas around documenting impact (Kellard and Sliwa

2016), and challenges with demonstrating impact, such as it not

being easily measured or tangible, increase these difficulties

(Marcella et al. 2018). Career stage can also lead to different views

or understanding around impact (Wilkinson 2017). Marcella et al.

(2018) found early career researchers tended to not be able to iden-

tify impact from their own personal research and did not sense any

obligation to do so either. Few felt comfortable with giving conclu-

sive evidence for cause and effect of their research impact. Marcella,

Lockerbie and Bloice (2015) hypothesized early career researchers

would learn about impact from experiences of established research-

ers; however, early career researchers have reported minimal men-

toring opportunities and lack of institutional support (Marcella

et al. 2018).

In summary, many of the issues highlighted around defining,

recording, and evidencing impact are relevant to CEDA and its

users. Whilst there is the possibility that the impact culture will in-

creasingly be built into the research lifecycle in future (Marcella,

Lockerbie and Bloice 2015; Solans-Domènech et al. 2019) the re-

search community is yet to be at that point. Therefore, this research

aimed to further explore this context. The research focussed on one

overarching research question, informed by two sub-questions:

1. How can services such as CEDA gather evidence of impact?

a. How willing are users to provide impact information to serv-

ices such as CEDA?

b. What processes are most useful in gathering impact

information?

3. Methods

Tashakkori and Teddlie (1998) argue using a mixed methods ap-

proach, utilizing both qualitative and quantitative data, can give

broader and more detailed perspectives within a research project.

Both qualitative and quantitative designs were employed within this

research; via a series of six focus groups and an online survey, which

sought to gather CEDA users’ views, preferences, and suggestions.

Young et al. (2013) state early engagement with key stakeholders

can lead to increased support, implementation and uptake of an

intervention by a community. Therefore being equipped with a

greater understanding of CEDA users’ needs and perspectives, as

well as involving them in the design of impact processes from the

beginning, intended to promote a culture change for the provision

of impact evidence, which also equipped users with a better under-

standing of why impact knowledge is necessary for CEDA.

Barbour (2014) states that one of the most efficient way of col-

lecting views of individuals is via focus groups; and six focus groups

were facilitated for this research, allowing detailed exploration of

participants’ views, opinions, and their own experiences of reporting

impact and leading to rich discussions between participants

(Vaughn, Shay Schumm and Sinagub 1996). Focus groups are often

used within preliminary stages of a research project, drawing on the

data to develop themes for inclusion in questionnaires (McLeod

et al. 2000; Wackerbarth, Streams and Smith 2002; Leiss, Lyden

and Klein 2011; Galliott and Graham 2016). This was an approach

utilized in this research whereby the focus group conversations then

informed the design of an online questionnaire survey which was

sent out to CEDA users in July 2018.

The focus groups were held in June and July 2018 at existing

events and conferences which CEDA users were known to attend,

this included the JASMIN conference (three focus groups), the

National Centre for Atmospheric Science (NCAS) staff meeting (two

focus groups), and the Atmospheric Science Conference (one focus

group). The events were expected to include a range of CEDA users

such as JASMIN users, NCAS staff members, and potentially non-

specialist members of the public (who can also access CEDA serv-

ices) at the Atmospheric Science Conference. Focus group partici-

pants were recruited via a self-sign-up sheet at the events, with

details also sent in advance to attendees of the JASMIN and NCAS

events, and included on all event websites. Focus groups ranged in

size from six participants in the largest group to four in the smallest

group and in total, 26 people participated, including three people

who were CEDA staff members now or in the past. Discussions var-

ied in length from 20 to 40 min. This was constrained by each events

timetable, with the same list of topics, and questions used for each

discussion (see Supplementary information). In all focus groups,

there was a general welcome and ice breaker, followed by questions

covering topics such as participants dependency on CEDA and how

they currently report impact.

The focus group discussions then informed the design of the on-

line survey. This mainly related to questions 10, 11, and 12 on the

survey, which asked users about the potential benefits (if any) of

CEDA collecting and sharing users impact stories, how that should

be done, and ways in which the process could be incentivized. The

focus group data were able to inform the options for these questions.

Survey participants were sampled by selecting all JASMIN users

(less than 2,000), as well as CEDA Archive users that had used their

accounts within the past three years. Once duplicates and bounced

emails were removed, the survey was sent to 17,118 users. An initial

email invitation was sent to users between 19 and 21st July, with a

reminder email sent between 15 and 16th August 2018. Questions

in the survey covered topics, which were similar to those in the focus

groups (see Supplementary information), as well as some new

themes from the focus group data. This included how often to col-

lect impact information, and current ways that respondents were

reporting impact.

All six focus group discussions were digitally recorded, with mul-

tiple devices, and transcribed verbatim by one researcher (P.T.) to

increase familiarization with the data (Sutton and Austin 2015).

Thematic analysis was applied to transcripts, identifying nodes for
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common themes using Nvivo 12. Transcripts were analysed by one

researcher (P.T.) and followed five steps outlined in Castleberry and

Nolen (2018). These include compiling (creating transcripts), disas-

sembling (creating meaningful codes), reassembling (putting codes

into themes), interpreting (make analytical conclusions from data),

and concluding (relating interpretations to research questions

asked). Themes were discussed with the second researcher (C.W.)

and revised when relevant. Survey data were explored by using both

univariate and bivariate analysis, via Microsoft Excel and SPSS.

Statistical analysis was carried out using Pearson Chi-Square, with

the Likelihood Ratio and Fishers Exact Test used when appropriate

to cell size. An alpha level of 0.05 was used for all statistical tests.

Full ethical approval was granted by UWE Bristol.

4. Results

4.1 Focus group data
Over the six focus groups, seven key themes were identified includ-

ing dependency on CEDA services, processes for reporting impact,

collecting impact information, incentives, benefits for researchers,

reasons for providing information, and the sharing of impact stories.

‘Dependency on CEDA services’ often came to light early in the

focus groups, when an ice breaker opened with their use of the ser-

vice, and was a theme identified over all six focus groups.

Comments at groups 1–3 (held at the JASMIN conference) tended

to focus heavily on the use of JASMIN with only some mentions of

the CEDA Archive, whereas groups 4–6 tended to talk more about

their reliance on the Archive and this was likely related to the differ-

ent users attending each conference:

I couldn’t do my job without it [JASMIN]. . . We have so much

data coming from so many places. There’s not a local resource

that can handle it. (Ryan, Focus Group 5)

A number of participants suggested CEDA services were essential

for their work, whilst other focus group participants pointed out if

CEDA did not exist they would find some other way to do their

work; but agreed the services made it easier:

If we didn’t have [CEDA], then we could just chop and change,

make up our own minds, and things wouldn’t be standard. We

could survive [without CEDA], but it wouldn’t be as good.

(Alan, Focus Group 5)

The focus groups also took the opportunity to discuss ‘Processes for

reporting impact’ based on users’ current activities. Responses

included formal or informal reporting. However, some participants

were confused about whether they report impact to their institutes

at all. A range of formal reporting processes was mentioned by par-

ticipants, such as reports, email exchanges, and forms/surveys, as

well as Researchfish for those who were supported by Research

Councils, but there was not one consistent formal process that all

participants reported their impact to. Some mentioned informal

processes like choosing to update webpages or telling a contact im-

pact had happened, without a request for information, but there

was a sense amongst many participants that this was also something

they were responsible for and informal reporting (n¼5) was far less

frequently referred to in the transcripts than formal (n¼26):

For us as a research group, we have our own webpage . . . Partly

for our own profiles, we’re not required to do it. (Michelle,

Focus Group 6)

I think you have to take on your own responsibility for it as well

. . . [Institute contact] can highlight them for us, but if we’ve got

something that we think would make a good impact case study

then it’s our responsibility to report that. (Ruth, Focus Group 6)

However, when probed on ‘collecting impact information’, and why

that might happen a range of views were expressed in five of the six

groups. Firstly, participants thought impact stories could help raise

awareness of resources available to users, reduce duplication of ef-

fort, and ‘stop people reinventing the wheel’ (Zoe, Focus Group 6):

Often people don’t know whether a particular facility is useful to

them or not. But if you can see a story of how somebody else

with a similar problem has used a facility, then you can decide if

it’s appropriate for you to use it too. (Bryan, Focus Group 2)

It’s nice to hear how other people are doing things. We can either

say I don’t want to do it like that I’ll do it my own way still, or

piggyback off it. (Anonymous, Focus Group 4)

A further reason for collecting impact information was to provide

evidence of the service’s usefulness to science; whether that is to

funding bodies such as UKRI, relevant government departments

(BEIS), or the UK taxpayer, but the complimentary nature of serv-

ices like CEDA, to research in and of itself was seen to make this

more complex:

Do we still need this spanner? No-one uses the 9/16th anymore,

let’s just get rid of it. . . [Laughter] (Alan)

[Laughing] That’s not a metric. (Ryan)

No but, I think there is some kind of a disconnect between the

impact which occurs from one research group, and you guys [at

CEDA] who facilitate that. (Mat, Focus Group 5)

CEDA was seen as an important facilitator for science, yet, there

was confusion about how best to evidence this and concern that

such a service could disappear if it is not adequately recognized.

How to evidence impact of CEDA was therefore discussed over all

focus groups and suggestions largely revolved around collecting via

existing processes; such as university impact officers, Researchfish,

posters/talks from JASMIN conference, and project contacts, in

order to reduce the repetition of impact mechanisms:

Make sure you’re not asking people for information they’re al-

ready giving to someone else . . . there’s nothing worse than being

repeatedly asked for the same information but in a slightly differ-

ent form. (Louise, Focus Group 4)

The most common suggestion was to talk to contacts sitting within

universities, such as impact officers, and align how CEDA collect

impact information with how universities are already capturing it.

Other suggestions included a user survey, with one participant even

suggesting it could be compulsory to complete for continued access

to the services.

It’s a fantastic resource and we’re given it for free. We should be

required . . . [to] send information, so you [CEDA] get a better

idea of impact. (Andrew, Focus Group 1)

However, many participants indicated they do not like surveys and

have ‘survey fatigue’, and that there should be some kind of warning

mechanism before a service was ever removed.

There were, therefore, mixed views on how to ask for informa-

tion. There was an overwhelming consensus from participants about

the necessity to keep length of text and effort required minimal.
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Many agreed they would like to ‘give it in bullets and then someone

else translate that into impact speak’ (Victoria, Focus Group 3). The

idea of building upon basic initial information was popular.

Participants agreed they would rather build upon information when

they know it is relevant and useful to CEDA; rather than wasting

time on something that would not be used. The use of templates or

examples was also suggested, or a CEDA-based staff member to

help with narratives. Realistic deadlines with reminders were also

seen to be important. How often to collect impact information was

discussed, with many agreeing annually was about right. However,

there were difficulties with knowing when to stop asking about a

project’s impact, as discussed in Group 5, due to the time-lag as to

when impact develops.

You’d probably want to follow up every year, for 10 years, after

that [project ends] (Mat)

Yeah, it won’t come in the first six months. (Ryan)

Exactly. (Mat)

It’s normally like two years later. (Ryan)

And if what you want to say is ‘government policy was changed’

. . . You’re looking at a decadal timeline between data going onto

CEDA, and the policy change occurring. (Mat, Focus Group 5)

There were then a number of recognized challenges within the

groups. Difficulties for individuals often revolved around issues

associated with measuring and evidencing impact, alongside a feel-

ing of not knowing how to explain or describe impact.

I think it’s a challenge for all of us scientists to formulate the real

world impacts . . . I was being interviewed . . . they asked me to say

‘and so what does that enable’ and the words just weren’t there . . .

We need to get better at putting that message across because that’s

what the real public want to know. (Victoria, Focus Group 3)

Participants indicated they would like to overcome this difficulty,

but a lack of knowledge and/or confidence was holding them back.

They were also sometimes unaware that information was not getting

back to CEDA. One participant gave the example of a paper in

Nature and the role of CEDA being promoted, but this is challeng-

ing when the service may not be aware of such a papers existence,

and this was recognized to be a common problem over a number of

similar services.

‘Incentives’ for providing impact information were also dis-

cussed, with rewards being more popular than compulsory options,

despite a number of participants saying that removing access to

resources would be ‘the only way I would do it [provide informa-

tion]’ (Ryan, Group 2). Incentives suggested included sharing the

work of researchers (e.g. on a website), offering digital object identi-

fiers (DOIs), more resources and financial rewards, or even sweets

and chocolates, in some humorous interactions.

However, it was also recognized that there were wider ‘benefits

for researchers’ including that thinking about impact could be per-

sonally useful to them for developing their work and ideas, or to re-

flect on the impact their work was having:

It helps you to focus on the problem you’re trying to achieve.

Sometimes you can drift a little bit and it just brings you back to

the real issues. It can actually help you to think of new ideas.

(Anonymous, Focus Group 1)

It helps us keep a record of what we’re doing and it means exter-

nal people . . . can see the different things we do. (Michelle, Focus

Group 6)

In terms of the ‘reasons for providing information’, the most com-

monly expressed reason was due to the external pressure to provide

it, be it by a project, a funder, or an institutional contact asking

them for information. Conversely, there were also many reasons

why it was not being provided, the most common being that they

did not know what they were being asked for or ‘what impact is’.

Users were dissuaded if they thought information was not going to

be used, had no benefit to them, or they were frustrated with the col-

lection process.

There also appeared to be variations based on peoples’ career

stage, with those earlier in their careers less clear what impact

requirements there might be:

I don’t think I do [report impact]. Not impact. I report what I’m

doing but. . . (Marios)

Fortunately, one of the beauties of being a PhD student is that

you don’t have to do that, your supervisor does. (Bryan)

Facilitator: That’s another issue – that it doesn’t get filtered

down to PhD’s and postdocs?

Yes, I think that’s very much a problem. Most tools that gather

impact information are pointed at people that have got money

versus people that are doing the work. They are not the same

people. (Bryan, Focus Group 2)

Despite the issues outlined, when the focus groups finally discussed

ways to ‘share impact stories’, the conversations were often ani-

mated and constructive. Firstly, participants came up with several

ideas around sharing impact stories including written monthly high-

lights or staff presentations at meetings and conferences. Other par-

ticipants suggested CEDA could ‘sell’ its services more and focus on

benefits to users, discussing how it ‘will make people’s lives so much

easier’ (Freya, Focus Group 6):

I’d like to hear [about] impact stories, but I know other people

are using CEDA more effectively than I am, and I’d like to know

how we can do other things. (Ryan, Focus Group 5)

However, it was also highlighted that it was important impact was

the key focus, and the primary reasons for gathering knowledge of

impact, rather than straying too far into a marketing agenda.

4.2 Questionnaire data
Following the focus groups, questionnaires were sent to �17,000

users with a response of 520 users over the 4 weeks the survey was

open (3% response rate). The initial section of the survey explored

the demographics of the respondent in order to compare to the

wider users of the CEDA database. In terms of interest areas, the

most popular area of interest was climate change (27%, n¼140),

followed by earth science (11%, n¼59) mirroring the most popular

areas of interest in the database. Most respondents were working in

universities (66%, n¼367), followed by government (13%, n¼74)

which is again similar to the main database. Thirty-three per cent

(n¼173) of respondents were postgraduate students, 28% (n¼150)

were postdoctoral researchers, 13% (n¼70) were professors, and

22% (n¼117) defined themselves as ‘other’. As career stage infor-

mation is not regularly updated on the CEDA database, it could not

be compared to wider users.

The majority of respondents 84% (n¼436) used the CEDA

Archive and 28% (n¼148) used JASMIN, with 64 respondents

using both services. Most respondents were using the services on a

weekly or monthly basis. The majority of users (CEDA Archive

61%, n¼268, JASMIN 68%, n¼100) indicated that they would be
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willing to provide impact information to CEDA. Users that dis-

agreed (CEDA Archive 6%, n¼26, JASMIN 7%, n¼10) tended to

use the services least frequently.

In terms of current reporting processes, half of users (n¼260)

said that their institution currently requires them to submit informa-

tion on impact. Of those who were not submitting impact informa-

tion, common reasons included not being senior enough, not being

asked, the type of institution based in, lack of time, lack of import-

ance, or because they were no longer affiliated to an institution.

Although there was some variation in responses by career stage, this

was not statistically significant (see Figure 1).

The most common impact processes highlighted in the question-

naire data were reporting to a funder (74%, n¼187) and project

leads (72%, n¼173), whereas the least common was talking to the

departmental impact officer (27%, n¼54) or other processes not

described (21%, n¼25) (see Figure 2). It is interesting to note a

quarter of respondents were unsure whether they submit REF case

studies (27%, n¼55) or talk to their impact officers (26%, n¼52).

The majority of participants keep track of their impact information

via a personal record (69%, n¼150), and it should not be assumed

they were necessarily engaging in formal reporting mechanisms,

like REF impact studies or reporting on pathways to impact. In a

separate question, 8% (n¼42), of those surveyed, had participated

in an REF impact case study, and 4% (n¼21) in an RCUK/UKRI

impact case study.

Despite there being relatively little experience with existing im-

pact reporting mechanisms, there was some understanding as to

why such processes are and might be put in place. Participants

agreed that the collecting and sharing of CEDA impact stories could

‘highlight the impact CEDA services are having on researchers’

(82%, n¼420), ‘provide evidence for funding bodies’ (82%,

n¼418), as well as ‘impact on wider society’ (79%, n¼405) and

‘highlight the work of groups of researchers’ (74%, n¼380) (see

Figure 3). Relatively few respondents saw ‘no foreseeable benefits’

(11%, n¼50) in gathering the information.

In regards to how these data should be collected, there was very

little agreement that it should be compulsory. Only 22% (n¼112)

of respondents thought this should be the case, and the most popular

options were to use channels that impact information is already sub-

mitted to (67%, n¼336) or to submit information at the end of a

research project (64%, n¼332). Though 33% (n¼167) respond-

ents were neutral regarding the creation of a CEDA impact portal or

web form, 56% (n¼279) agreed or strongly agreed that this could

be an option for collection. There were no obvious patterns as to

whether information should be collected yearly, biannually or over

longer periods, with the most preferred choice simply being at the

end of a project.

Building on the focus group data, the questionnaire took the op-

portunity to explore the potential incentives and disincentives in any

impact capturing process. Perhaps unsurprisingly the most popular

incentives were those which offered an obvious benefit to research-

ers including the ‘use of new datasets’ (74%, n¼372), ‘provision of

a DOI’ (67%, n¼334), and ‘advertising their research to other

users’ 64% (n¼312) (see Figure 4). The potential to inform funders

that impact information had not been correctly provided by a user

(18%, n¼89) or to remove access to resources (18%, n¼88) had

far lower levels of agreement when compared to other options.

Open responses to this question suggested small gifts such as vouch-

ers, sharing news on impactful research, making it as easy as pos-

sible, building it into existing mechanisms in the services, providing

support, and being clearer about why CEDA needs the impact infor-

mation, could all add to incentivize the process of impact reporting.

Figure 1. Respondents career stage and their answers to the question ‘Does your institution require you to submit information about the impact of your

research?’. Note—one non-response.
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Figure 2. How respondents currently report impact information. This was a filtered question so reduced response rates were expected—highest participant re-

sponse was 254 (report to funder) and lowest 117 (other).

Figure 3. Respondents agreement to the different benefits that could come from CEDA collecting impact information.
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Although some researchers discussed how they may or may not

benefit from evidencing the impact of CEDA, this mainly focussed

on minimizing the ‘costs’ of administration that would be required

in relation to benefits for them. There were rarely comments in the

focus group or questionnaire data around the potential for ‘game

playing’ or researchers making more cynical use of such processes,

though one person commented:

Unfortunately, I think that reporting impact to a data provider

would cause a circle to develop; the data provided would be led

by the researchers which have the greatest impact. This is of

course flawed by the fact that impact varies depending on the

media, other current events, investors’ interests etc. . . I do not be-

lieve a measure of impact should in any way impact the priority

of one researcher over another, for example for on websites or

marketing for funding. (Questionnaire Respondent)

In addition to incentives, respondents also reflected a number of

other points. They discussed a lack of time, being over-burdened, or

feeling the pressure of ‘red-tape’, struggling to understand defini-

tions of impact, as well as the potential to exaggerate or neglect blue

skies research. However, often these comments were contextualized

by positive comments about the service itself and a desire to con-

tinue to utilize it. Thus, there is the dilemma once again of how to

balance research users’ needs and time, with that of the desire to re-

flect impact:

I am sure you are doing great work, but please don’t generate

even more work load for researchers by forcing them to invent

implausible ‘impact stories’. The real impact of most research

won’t be known for decades most of the time, and that’s fine.

Einstein didn’t sit down and ponder over differential geometry

for years because he wanted to make satellite navigation possible.

(Questionnaire respondent)

5. Discussion

There are several limitations in this research, the most pertinent

being potential bias due to one of the researchers being a CEDA staff

member and that the survey response rate could be further

increased. Every effort to reduce bias was implemented by designing

a clear methodology and being aware and open to potential conflicts

of interest. In addition, the self-selecting nature of the methods used

means respondents may have chosen to participate for reasons that

are systematically related to the characteristics of the study

(Lavrakas 2008), most obviously that they are already open and fa-

vourable towards the impact agenda. Several areas in the research

could be improved; including more thorough piloting of the focus

group questions to improve clarity and encourage methodological

rigour (Lancaster, Dodd and Williamson 2002). Although carrying

out focus groups during relevant meetings helped to identify poten-

tial participants (Breen 2006), competition with parallel sessions

during the host events was challenging and wider promotion could

have helped increase participation.

Despite these issues, the results suggest that the majority of users

(61%, n¼312), who participated in the survey, were willing to pro-

vide impact information to CEDA. However, the research also

found there was confusion around what ‘impact’ is and many found

it challenging to evidence; reflecting the current literature (Marcella,

Lockerbie and Bloice 2015; Samuel and Derrick 2015; Wilkinson

2017; Marcella et al. 2018; Solans-Domènech et al. 2019). In the

qualitative data, this was slightly more prominent for early career

researchers who lacked awareness and/or the requirement to report

the impact of their work (Marcella et al. 2018). This presents issues

for services such as CEDA, who must then compete with the other

demands on researchers’ time, but it also suggests there are opportu-

nities to engage with users earlier in their careers, to think about

Figure 4. Incentives.
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impact prior to the demands of funding reporting requirements or

sustained engagement with REF.

In terms of the processes that are most useful in gathering impact

information, the research suggests three key suggestions for collect-

ing impact information amongst service providers such as CEDA.

Firstly, collect information via existing processes. Many participants

indicated frustrations at repeatedly giving impact information to

various sources. Previous research has suggested intermediaries or

‘impact officers’ are most effective for collecting impact information

when close relationships are formed (Manville et al. 2015;

Wilkinson 2017), however, less than 30% of survey respondents

liaised with their impact officers or central systems in their univer-

sities. The data showed that no single process for collecting impact

information was used across the user community. Either this means,

information has to be collected from a variety of existing sources or,

services such as CEDA are required to create their own systems,

which potentially could include drawing down information from

multiple sources. Secondly, users indicated the frequency of collec-

tion was important, with the most popular suggestion being at the

end of a project. However, for services such as CEDA, which are not

tied to dedicated project funding, this is difficult to manage. There

are also wider concerns relating to the period for collecting informa-

tion, and the appropriate ‘impact window’ (Kings College London

and Digital Science 2015; Manville et al. 2015; Morton 2015) which

accounts for the time-lag of impact development (Penfield et al.

2014; Solans-Domènech et al. 2019). Reporting at the end of a pro-

ject may only be possible if a system is put in place, which would

specifically prompt users to report. The final key suggestion was to

collect preliminary impact information first, and then follow-up for

more details only if the impact is relevant to the service. It was also

deemed important to provide support and templates to the research-

ers when writing the more detailed impact story, mirroring recent

research (Wilkinson 2017).

The suggestions emerging in the research have a common theme;

to avoid time wasting and repetition, approaches which can be con-

sidered by similar service providers seeking to measure impact. As

the impact agenda continues, with governments and funding bodies

expecting impact evidence (Morgan 2014; Reed 2016), this type of

research will become increasingly important in discovering best

practice for service providers. Researchers are already under im-

mense pressure (Macfarlane 2011; Kassab, Mutz and Daniel 2020;)

to provide impact information to multiple sources; institutes, REF,

project reports, amongst many others. Manville et al. (2015) found

that evidencing impact imposes burdens on researchers. Service pro-

viders, like CEDA, should be mindful of these pressures and aim to

minimize the additional requirements on users as much as possible.

Considering how impact information systems can be rationalized

requires careful consideration. It may not be a case of one size

fits all. For smaller services and providers, playing an integral role in

the impact landscape, evidence of impact may need to be commen-

surate to the scale of an organization and the interactions users

have with it.

As the results show no-one process is endorsed by all users but

there was considerable evidence that users were keen to learn and

benefit from impact reporting but are often distracted by reporting

mechanisms which focus more on accountability than understanding

(Penfield et al. 2014). It is therefore important that the need to pro-

vide impact information is integral to requests made of researchers,

but also that those gathering information keep in mind potential

benefits in learning and sharing as one of their commitments.

As repetition may be unavoidable, it is essential to explain the need

and purpose in gathering such information, but also to elaborate on

the wider benefits that may exist for researchers.

Supplementary data

Supplementary data are available at Research Evaluation Journal online.
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