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Introduction 

In the UK, the charitable sector generates income of about £40bn per year (2% of GDP; 

Keen, 2015). The UK ‘Big Society’ programme (HM Government, 2011) has resulted in the 

third sector playing a central role in the delivery of particular social and welfare services: one 

fifth of UK charities report provision of social services as their primary form of activity 

income (Keen, 2015; NCVO, 2017). 

Despite the critical role NPOs perform, there are concerns regarding their lack of long-term 

sustainability (Charities Aid Foundation 2017; Foundation for Social Improvement, 2017). 

Bingham and Walters (2013) note that political support for the third sector does not 

necessarily translate into increased funding. Moreover, Wilsker and Young (2010) and 

Bingham and Walters (2013) both argue that the income stream affects the preferred delivery 

model; increased government support can therefore create an internal tension between the 

organisation’s mission and its funding source.  

Much analysis has been carried out on the role that the revenue streams have on the financial 

vulnerability or survival prospects of the charity; the meta-analyses of Hung and Hagen 

(2019) and Lu et al (2019) list some 50 papers on this theme. However, the great majority of 

these focus on whether concentration of income from a single type source, per se, creates 

instability in the organisations.  

An important question, rarely tackled in the literature, is whether those different funding 

streams affect the financial viability of the organisation. Wilsker and Young (2010) argue that 

a lack of alignment between income and delivery streams increases the inefficiency and 

vulnerability of the organisation. Frumkin and Keating (2011) argue that concentrating on a 

small number of income streams increases efficiency.. Qualitative analyses (e.g. Bingham 

and Walters, 2013) show an awareness amongst managers of the importance of the social and 
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political environment to funding streams. But while papers such as Myser (2016) and 

Duquette (2017) consider the type of funding, these are the exception rather than the rule. 

This paper directly considers whether the type of funding affects survival prospects. NPOs 

receive income from three main sources: grants, which are fixed sums to achieve a specific 

outcome; income arising from the activities of the NPO, such as shop revenue, fees for paid-

for services, or fundraising events; and donations and legacies. These revenue streams have 

quite different implications for the organisation. For example, an organisation focused on 

day-to-day fundraising activities is likely to have quite a different management structure from 

one that focuses on grant applications as its main income source. Kingston and Bolton (2004) 

argue that grant income is a poor funding mechanism as it is time-limited and with no 

guarantee of renewal. A particular interest in the UK is the expressed preference of the UK 

government 2010-2015 for the increased use of grant funding: did this create a systemic 

vulnerability in the sector? 

There has also been relatively little research on the variability of incoming and expenditure 

streams, but this is clearly a related issue. As Kingston and Bolton (2004) note, grant income 

offers very high predictability during the period of the grant but uncertainty outside the grant 

award. Activity income is variable but predictable and somewhat under the control of the 

NPO. Donations and legacies are outside the control of the NPO but for long-established 

organisations can be highly predicable. It may be that the type of activity is itself less 

important than the effective forecasting of income.  

This article seeks to extend understanding of the vulnerability of NPOs by examining the 

survival prospects of 153 UK charities, focusing particularly on the type and volatility of 

funding streams. We do this by nesting the concentration measure in a broader regression 

framework to allow complex factors to be distinguished, and for the different models to be 
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compared for their explanatory power. Key findings are that (1) the type of income is more 

relevant than the concentration of revenue, and (2) volatility of costs and income does indeed 

matter.  

We take an empirical perspective, in line with most of the previous studies (Helmig et al, 

2014); as Lu et al (2019) note, there are good theoretical arguments for revenue concentration 

either increasing or decreasing survival prospects. Rather than considering all the 

determinants of financial vulnerability, we focus on testing the dominant finding, that 

concentration of income is itself a risk factor. This is the stylised fact which our results 

challenge. 

Literature review: financial distress and financial vulnerability 

There is a wide theoretical literature on what makes nonprofits operate in the way that they 

do; Helmig et al (2014) provides a survey of how these models of management have been 

used to analyse financial vulnerability, distress and survival. However, there is a substantial 

identification problem: the same findings (for example, that nonprofits facing financial 

distress appear to stay in operation longer than for-profits) can be consistent with many 

different theories. In addition, many of the papers in this area appear prompted by the desire 

to give directly applicable advice to nonprofits, at least compared to other social science 

research articles. As a result, as Helmig et al (2014) note, most studies ignore the link 

between theory and hypothesis in favour of identifying associations between nonprofit 

characteristics and outcomes.  

Conceptual framework 

We continue this empirical approach. However, this still entails basic decisions about the 

concepts being examined. Compared to for-profit organisations, nonprofits have a different 

legal framework, a different set of motivations, and access to different sources of income. 
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Analysts have therefore had to adapt the for-profit literature to the financial situation of 

charities and NPOs. 

As Myser (2016) discusses, there is a substantial difference between strategic concerns 

(something in the organisation’s way of working that may lead to a catastrophic failure but 

which may not be causing current problems) and ‘financial distress’ (an ongoing management 

problem).  Myser (2016) further splits the strategic problem into shorter-term ‘capacity’ and 

longer-term ‘sustainability’. Financial distress may be experienced by any organisation, but it 

seems likely that the particular characteristics of NPOs (in particular, the ‘mission’ of 

Abraham, 2003) may lead to them operating with a level of strategic risk that a for-profit firm 

would not accept. For the purpose of this section, we adopt the term ‘financial vulnerability’ 

to cover the general prospects for the NPO, aware that its meaning is ambiguous. 

Identifying financial distress and vulnerability in an NPO is not straightforward, particularly 

for charities. As Abraham (2003, p1) notes: "Once [the mission of the NPO] is defined, an 

NPO often finds that it is unable to withdraw …Thus, the centrality of mission to the 

operation of an NPO may expose it to issues of financial sustainability that are not faced by 

organisations operating in other sectors.” For example, Arya and Mittendorf (2014) argue that 

high programme expenditures, rather than administrative efficiency, become performance 

targets.  

Tuckman and Chang’s (1991) framework for financial vulnerability of non-profit 

organisations provides the starting point for most quantitative analysis in this field. They 

argue that four variables (strength of the equity base, concentration of income sources, share 

of administrative costs and net margin) provide useful indicators of an NPO’s vulnerability; 

we refer to these as the ‘vulnerability variables’. For 4700 non-profits each of these variables 

was ordered and then split into quintiles, where being in the bottom quintile was defined as 
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being ‘vulnerable’. In their analysis 42% of the NPOs studied were vulnerable on at least one 

metric, and 1% on all four. 

However, these metrics reflect relative performance (being in the bottom quintile) rather than 

an absolute measure of failure risk; hence, 20% of NPOs are always classed as ‘vulnerable’ 

even if overflowing with assets and income. In fact, if the four variables were distributed 

randomly among the NPOs, we would expect 41% to be vulnerable on one measure and 0.1% 

on all four. This implies very little correlation between metrics in the Tuckman and Chang 

dataset; indeed Hager (2001) for the US and Thomas and Trafford (2013) for the UK report 

negligible bivariate correlation between metrics. 

Despite the limited insight in the original paper, the idea that revenue concentration is an 

important indicator of financial vulnerability has proved popular. Tuckman and Chang’s 

(1991) proposals have been taken up by three groups of researchers: those who carry out 

descriptive analyses similar to Tuckman and Chang’s (1991) paper; those who compare the 

variables and metrics to other predictors of business performance; and those who use the 

variables in regression models to test the association with vulnerability. We review each of 

these groups in turn. 

The first group, accepting the four rank-based metrics as indicators of relative vulnerability, 

use them to describe risk in particular sectors or organisations. Omar et al., (2013) and 

Thomas and Trafford (2013) both consider variations over sectors and time to identify 

changing vulnerability in particular clusters. Lohmann and Lohmann (2000) urge NPOs to 

accept the metrics as a measure of risk. Abraham (2003) applies the metrics to a single large 

charity to argue that, on these measures, the charity in question is unexpectedly vulnerable. 

The second group have argued that the usefulness of the vulnerability variables can be tested 

against the models used to evaluate for-profit businesses. Keating et al., (2005), revised as 
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Gordon et al (2013), compare the performance of the vulnerability variables against two well-

established business models (Altman, 1968; Ohlson, 1980), and find that no model has much 

predictive power. They then combine the variables from all models, plus two additional 

variables; in this model, the vulnerability variables are generally significant and with the 

expected signs. This suggests that it is the parsimony of the original Tuckman and Chang 

(1991) model that is at fault (that is, the metrics have too diffuse an impact to be detected in 

simple models). Tevel et al., (2014) compare the vulnerability variables, Ohlson (1980) and 

two ‘practitioner’ models. They argue that, if the variables have explanatory power, 

observing a ‘vulnerable’ NPO should be a good predictor for still finding it vulnerable some 

time later. On this measure, they find that the vulnerability variables are better predictors of 

long-term vulnerability. However, it could be argued that this finding merely reflects greater 

persistence of the vulnerability variables and the metrics based on them: a non-profit may 

remain in the bottom quintile even if its absolute performance has improved. 

The third, and largest, group of researchers use regression models to test the determinants of 

‘financial vulnerability’ (defined in various ways), with the vulnerability variables included 

alongside others such as size or sector of the nonprofit. In these studies, the focus is usually 

on the coefficient associated with revenue concentration. 

Greenlee and Trussel (2000) appears to be the first paper to do this, finding financial 

concentration associated with increased vulnerability, as are lower administrative costs and 

lower margins; equity is found to be insignificant. Hager (2001) applies the model to the arts 

sector; all four vulnerability variables have the expected signs, but statistical significance 

varies widely between different types of organisation. Trussel (2002) and Trussel and 

Greenlee (2004) include size of organisation as well as sector: larger organisations are found 

less likely to be financially vulnerable. Hu and Kapucu (2015) include management metrics 

and changes in the sources of funding. Prentice (2015) includes macroeconomic variables 
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(state/national output) as explanatory variables and finds them to be significant. Myser (2016) 

uses a range of additional variables but not all of the vulnerability variables. Searing (2017) 

adds the age of the organisation, citing management studies showing both internal experience 

and external networks improve resilience. Unusually, Searing (2017) models ‘recovery from 

vulnerability’ rather than vulnerability itself, providing an opportunity to consider whether 

the routes into and out of vulnerability are the same. 

Apart from Prentice (2015), most analysis uses probabilistic modelling of a binary outcome. 

However, where multiple observations over time on the same organisations are available, 

alternative specifications are possible; Hager et al., (2004) and Burde et al., (2017) apply 

survival analysis techniques to generate hazard functions for the probability of failure. 

Searing (2017) uses a panel data set with repeat periods of vulnerability, but treats the 

vulnerable periods as independent events rather than multiple events for the same body. 

Most authors find that higher equity ratios and higher margins should be associated with 

higher survival prospects or less distress. There is more debate about the impact of 

administrative costs as a share of revenue. Tuckman and Chang (1991) proposed low 

administrative costs as indicators of vulnerability: an organisation with more ‘administrative 

fat’ to cut should survive any downturn better. Statistical studies generally support this view. 

However, Ecer et al. (2017) argue that financial efficiency is an indication of good 

management: resilient organisations adopt the same approach as for-profit firms. Thomas and 

Trafford (2013) find that administrative costs as a share of income appear to fall during a 

period of relative prosperity for the UK charity sector, suggesting that those charities do not 

use good times as a chance to ‘store fat’. This does not directly refute the argument that an 

ability to cut waste is important for staving off financial problems. Moreover, it is not clear 

how well the ‘pure’ administrative cost is measured: some activities may be easily allocated 

to ‘administration’ and ‘programme work’ but others, such as overarching management or 
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estates costs, are much more difficult to allocate. Thomas and Trafford (2013) argue financial 

regulations give charities an incentive to under-report administrative expenditure. 

Choice of outcome variable 

One difficulty facing the multivariate analyses is the outcome variable. Strategic vulnerability 

could be approximated by failure, allowing for the fact that strategic vulnerability may not 

lead to failure, and failure may be due to reasons other than strategic vulnerability. However, 

the analysis of US NPOs dominates the field, and there is often no direct measure of failure 

as in the US it is not possible to force charities into bankruptcy or reorganisation. Good 

datasets on NPO failures are not widely available: four out of five papers with actual failure 

rates use data collected manually (Hager, 2001; Hager et al., 2004; Fernandez, 2008; Green et 

al., 2016). 

Research to date therefore usually focuses on indirect measures of ‘distress’. Gilbert, Menon 

and Schwarz (1990) suggest that three years’ worth of net losses indicates distress in for-

profits. Greenlee and Trussel (2000) argue that distress in NPOs is better proxied by years of 

falling service expenditure. Greenlee and Trussel (2000) set the template for most subsequent 

studies, which tend to use similar measures. Hence, financial ‘vulnerability’ can often mean 

ongoing financial distress.  

Studies with a ‘survival’ variable (Hager, 2001; Hager et al., 2004; Fernandez, 2008; Burde et 

al., 2017) argue that survival is the more relevant variable for NPOs. Myser (2016) carried 

out two separate analyses using ‘distress’ and ‘sustainability’ as outcome variables. Myser 

argues that the factors that underlie the two outcomes are significantly different, but also 

indicates that common variables have common impacts. This suggests the distinction between 

current and strategic problems is important but may not be crucial. 
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Some authors, rather than committing to a specific measure of financial health, have used 

multiple measures. Gordon et al., (2013), for example, use four different outcome measures. 

Searing (2017) compares insolvency and ‘financial disruption’ as alternative measures of 

vulnerability, and finds statistically important differences in outcomes. Prentice (2015) argues 

that treating vulnerability as dichotomous is unnecessarily restrictive and ignores the 

interaction of financial indicators which might be in conflict. His analysis using a continuous 

composite index suggests that this can be a more effective proxy.   

Findings on revenue concentration 

Income concentration in these studies is calculated using a Herfindahl index. For organisation 

i let Iis be the income from source s, and Ti total income; then the concentration ratio ci is 

calculated as 

𝑐𝑖 =  ∑ (
𝐼𝑖𝑠

𝑇𝑖
)

2𝑆

𝑠=1

 

The value of this ranges from 1/s (income spread equally amongst sources) to 1 (all income 

from one source). Studies repeatedly show (Greenlee and Trussel, 2000; Hager, 2001 and 

2004; Trussel, 2002; Trussel and Greenlee, 2004; Carroll and Slater, 2008; Hu and Kapucu, 

2015; Prentice, 2015) that this is positively related to vulnerability: that is, more concentrated 

income is associated with the organisation suffering financial or strategic problems. Hung 

and Hagen (2019) carry out a meta-analysis of 40 analyses, and report an overall positive and 

statistically significant effect. 

However, Hung and Hagen (2019) note that the effect is small, as it is counterbalanced by a 

number of contrary or insignificant findings. For example, Chikoto and Neely (2014) and von 

Schnurbein and Fritz (2017) find that revenue concentration is positively associated with 

growth in funds and revenue respectively, strengthening the financial base of the charity. 
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Frumkin and Gordon et al (2013) find that revenue concentration is strongly associated with 

greater efficiency and, by implication, long term survival. Berrett and Holiday (2018) show 

that greater concentration of income is associated with a lower range of output goods and 

services, and therefore more specialisation, but this is not directly linked to survival. The 

meta-analysis of 23 papers in Lu et al (2019) also questions the evidence for any relationship. 

Their review suggests that concentration has negligible effect on financial vulnerability, 

although it does appear to be positively related to financial capability. 

Table I below summarises a selection of regression analyses on non-profit survival or 

vulnerability. It highlights significant findings in respect of the four metrics commonly used, 

which approximate to the original Tuckman and Chang (1991) variables, including financial 

concentration. “+ve” and “-ve” indicates statistically significant positive or negative findings, 

respectively; “ns” indicates a variable was included but was not found to be significant. Some 

articles with very similar models/findings are omitted; for a full review see Hung and Hagan 

(2019) or Lu et al (2019). 

[Table I here] 

Compared to the number of papers that include a concentration index in their analysis, very 

few authors have considered whether studying the components of income is more useful. 

Hager et al., (2004) find a negative association between the share of income from donations 

and the failure rate of NPOs. Myser’s (2016) analysis includes grant dependence as a separate 

explanatory variable and finds it to be insignificant; this contrasts with Green et al., (2016) 

who found it highly significant. This may reflect a US/UK split in the funding environment. 

Green et al., (2016) argue that grant funding in the UK is unpredictable, whereas in the US 

Myser (2016) proposes that it should be more stable (or at least predictable) than other 

income sources. However, Hager et al. (2004) find that US government funding is associated 
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with higher failure risk, though access to funding is measured as a simple dummy variable 

rather than a value. Duquette (2017), while not looking specifically at survival, notes that 

charities appeared to view grants, activity income and donations as qualitatively different 

types of revenue. 

Apart from these four papers, few works directly analyse the type of funding. Carroll and 

Slater (2009) discuss it, but only analyse it via the concentration index. Hu and Kapucu 

(2015), Kim (2014) and Ecer et al., (2017) all analyse components of income, but not as 

direct indicators of vulnerability. 

It is worth considering the mechanism through which why different income streams matter. 

As Wilsker and Young (2004) and Kingston and Bolton (2010) note, different income 

streams have different predictability, and if one stream is dominant, this is likely to affect the 

management structure of the nonprofit. It may be that this is the factor which ultimately 

determines survival prospects. However, structure is hard to identify, although Hu and 

Kapucu (2015) provide proxies, and as such this is little explored.  

This paper will extend this literature in three ways. First, we explicitly study the composition 

of sources of income. Second, we use a nested specification to allow the explanatory power 

of revenue concentration and revenue source to be compared. Third, we introduce measures 

of volatility in income and costs, as a way of exploring organisational flexibility. 

Methods and data 

This paper focuses on UK charities using public financial data obtained from the Charities 

Commission website, where all UK charities must submit financial accounts for each 

accounting year. ‘Survival’ is determined by whether the charity is reported as operating or 

closed in 2015, having operated for at least four years previously. There appears to be no up-
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to-date list of UK charities that have ceased operations and so convenience sampling is used 

for non-continuing charities, and quota sampling for the matching set of continuing charities. 

Charities identified as having ceased operations are identified through recent news articles 

within the year 2016-17. Only recent closures could be studied as The Charities Commission 

stops publishing information for charities that have ceased operating; this leaves a short 

window between the announced closure of the charity and the removal of its financial 

information. 30 ‘small’ charities (average income under £1m per year) and 20 ‘large’ 

charities are selected.  This oversamples large charities that are much less likely to close. 

Continuing charities are selected randomly from the website to provide a quota sample with 

the same size distribution across surviving and non-continuing charities. With a larger 

population to choose from we chose a larger sample size, identifying 52 small charities and 

51 large charities. 

In theory quota sampling could have used other criteria in addition to size, such as sector and 

financial status. However, matching samples by more characteristics reduces the opportunity 

to identify outcomes as a result of those characteristics.  

Company accounts for the years 2010-2015, are examined. The start date was chosen to 

coincide with the new policy regime, and to avoid over-sampling of long-lived charities. The 

end date was chosen as the last full year for which accounts would be reasonably available 

for all charities. A later start date would have increasing data points for surviving firms, but 

also increase the chances of a ‘survivor’ sample biased towards well-managed firms with 

good administrative processes. Table II shows the number of observations, whlst Table II 

shows the number of years worth of data available for each charity. 

[Table II here] 

[Table III here] 
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Most charities had either five or six years of data; for non-continuing charities, the data was 

most likely to be missing for 2015, the year of closure. It would have been feasible to only 

select continuing charities with a full six years of data. This was not a selection criterion as it 

was thought likely to bias the continuing sample towards stable charities with good record-

keeping. 

As noted in the literature review, most authors do not distinguish between financial 

vulnerability and financial distress. We use vulnerability in Myser’s (2016) definition of 

‘strategic risk to operations’, identified through closure of the charity by 2015. The rationale 

for using this rather than ‘distress’ arises from our interest in income stream dependency as a 

strategic risk. Charities may close because of an extended period of financial distress, but 

they may also close because of a catastrophic loss of funding, which may not be preceded by 

any period of financial distress (for example, the closure of the UK charity Kids Company 

following withdrawal of its primary source of income, government grants). 

The point of evaluation is either the last year before ceasing operations or (in the case of 

continuing charities) the year before the last observed period. For most charities, this means 

using the data reported for 2014, so that dead and surviving charities are assessed on the same 

basis. Four charities closed in 2014 but only accounts for 2010-2013 are available, so 2013 

accounts were used. 

It could be argued that taking data from the last year of operation misrepresents the true 

vulnerability of the charity as the event leading to the closure of the charity may already have 

taken place. If this is the case, the charity’s accounts will reflect an exceptional state, and the 

estimated coefficients will be biased towards zero. As a robustness check, we tried alternative 

specifications, including the use of average values over the period, discussed below. 

The basic model 
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Our starting point is the standard model involving the four vulnerability variables: 

vulnerability = f(financial concentration, equity, margin, administrative costs) 

Financial concentration, like the rest of the literature is measured as a Hirschman-Herfindahl 

concentration index for income sources. Charity Commission income data is classified under 

four categories: grant funding, charitable activities, donations and ‘other’ income, which 

includes money from sources including investment or reimbursements. The latter category is 

very small, 2% of total income on average, and so this is excluded from the analysis. Grant 

income includes both government grants and grants from other charitable foundations. 

Where no income information is supplied in one of the categories, we set this to zero on the 

basis that the company does not recognise this form of income. Income data supplied by 

charities does not equal the sum of the component parts. In 90% of cases the difference is 

negligible (under 0.5%) and for 97% of cases under 10%. The larger errors are more likely to 

occur in live charities, and, with one exception, do not appear in the year of closure; this 

seems to rule out a potential reason for the gap: charities ‘banking’ promised monies but not 

actually receiving it and so going into liquidation. We therefore recreate the total income for 

the organisation by summing the relevant components rather than using the reported ‘total’. 

Equity is assessed by net asset value. This is assumed to be accurately reported. Three 

charities show negative net assets, but Framjee (2008) notes that this can occur for a number 

of reasons and does not necessarily imply anything about the financial state of the charity. It 

is calculated as a share of total income to normalise it across different sized operations, in 

line with previous studies. We multiply by 12 to represent the months of income cover in the 

cost of total loss of income, for ease of presentation in the figures below; this does not affect 

the estimates. 
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Margin is defined as income less costs, as a share of income. In our case we model it 

equivalently as the total costs as a share of total income, which has the statistical advantage 

of restricting its range to positive values,   

We do not have a direct measure of ‘administrative costs’ from this data. Previous papers 

assume that ‘administrative costs’ are non-programme costs ie those not directly related to 

delivery of the service, such as fundraising. As an attempt to proxy this we have included 

staff costs as a percentage of income. The rationale is that organisations may find that staffing 

costs may give more or less scope for cost cutting in times of financial hardship, compared to 

other costs. 

Costs (annual total and staff expenditure) and reserves are taken as reported, as setting these 

omitted variables to zero is implausible. One small charity was missing this data and is 

omitted, leaving 152 valid observations for the multivariate analysis from the original 153 

identified.  

Table IV therefore lists our interpretation of the vulnerability variables: 

[Table IV here] 

Trussell (2002) was unusual including size as a determinant, but most recent studies (Prentice 

et al, 2015; Myser, 2016; Searing, 2017; Burde, 2017)) include it as a cardinal variable. 

Discussions with funders and our own experience of working with large and small charities 

suggested a fundamental difference between large and small charities, and therefore the use 

of a dummy variable approach. The dummy distinguished ‘large’ charities with average 

income over £1m per annum over the six-year period. Alternative specifications based on 

maximum or minimum income, or a different threshold value, made little difference, lending 

support to the idea that this is best treated as a classification issue, rather than a need for a 

scale variable. There was no a priori expectation on the sign. Carroll and Slater (2009) argue 
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that larger firms should have a higher probability of survival, ceteris paribus, as the same 

absolute variation in income or costs will have less effect on a big charity compared to a 

small one. Trussell (2002) finds empirical support for this, although the recent studies find 

large size is more likely to lead to failure. 

Extensions to the basic model 

We extend the base model with two variations. As noted in the literature review, all models 

use some form of index for concentration of income sources, but it seems likely that grant 

funding, self-generated activities and donations have different characteristics. 

Accordingly, we include two additional variables 

• Grant income as a share of total income 

• Donations as a share of total income 

Activity income is the residual (as grant plus activity plus donation shares must add up to 

100%). A priori, we expect an increase in grant income, relative to activity income, to be 

negatively associated with survival: a higher dependence on successful bids to deliver 

discrete blocks of money is likely to increase the risk of failure. We have no a priori 

expectation on the sign of donations. 

The second extension is to consider the volatility of the charity’s operating environment, 

which Carroll and Slater (2009) argue is an important component of overall vulnerability. No 

authors have included volatility in models based on the vulnerability variables, but Duquette 

(2017) does include it in his model of revenue allocation. We include volatility as an attempt 

to see whether structural rigidity is a significant factor in financial vulnerability. If greater 

income volatility is associated with greater survival probabilities, this would suggest that the 

variability builds ‘robustness’  in some way. In contrast, more income volatility leading to 
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more failures would suggest that charities are not able to adapt well. Income volatility is 

negatively correlated with income share for each income type, suggesting it may proxy some 

form of institutional rigidity around that income stream.     

We therefore include five volatility measures: one each for the activity, grant and donation 

shares of income, and each of the staff and total costs. These are calculated as the coefficient 

of variation for each measure for each charity, calculated using data for all the years available 

(five or six years for most charities). We have no a priori view on sign.  

Table V present correlations between the income shares of types of income, costs, and assets, 

as well as the big/small dummy.  

[Table V here] 

Results  

In total data on 153 charities (815 individual observations) was collected. The charities are 

distributed as in table VI: 

[Table VI here] 

There are substantial differences in sources of income between the surviving and closed 

charities. Figure 1 shows source of income from 2011 to 2014, the year of analysis before 

firms closed or survived, by mean and median:  

[Figure 1 here] 

The row of means shows that surviving charities depend on grants for less than 25% of their 

income, on average, with smaller firms likely to have a slightly higher dependence than larger 

firms; almost 50% of their income comes from donations, and a third from revenue-

generating activities. In contrast, closed charities depend on grants for 60% of income.  
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A similar story is told by the medians. In any year, more than half of the closed charities 

depend on grant funding for over 70% of their income. In contrast, in every year at least half 

of the surviving firms receive less than 10% of their income from grants. 

There does appear to be a difference in 2011 for the ‘live, small’ firms, compared to later 

years for activity and donated income. It is not clear why this arises. One possibility is that 

this is a lagged response to the ‘Big Society’ programme introduced in 2010, increasing the 

proportion of grant income for those charities.  

Closed charities are more likely to be dependent on a single source of income. Figure 2 

shows the proportion of charities which depend on a single type of income for over 90% of 

their funding, across all years. 

[Figure 2 here] 

32% of the large charities that had closed by 2015 rely on grant funding for over 90% of 

income; for small closed charities, the figure is 29%. In contrast, surviving charities are much 

less likely to be dependent on a single source for over 90% of their funding; where they do, it 

is activity income or donations. 

Figure 3 shows cost ratios for the four types of charity. 

[Figure 3 here] 

Closed charities show higher staff-cost-to-income ratios across the period than operational 

charities. For non-staff costs there is much less difference in the mean share of income 

accounted for by costs. It is notable that, on average, the closed small charities appear to be 

living beyond their means with total costs significantly more than 100% of income. 

Closed charities have lower assets relative to income across the period on average, but the 

most striking feature of the data is the very low level of assets amongst the large closed 
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charities. All other groups have assets worth at least 1.5 times annual income, but for the 

large closed firms, net assets only average 40% of annual income. Figure 4 shows asset cover 

for income, that is, how long missing income could be funded from assets, assuming all 

assets are fully liquid.  

[Figure 4 here] 

20% of large closed charities appear to have negligible assets, whereas for the other groups 

this figure is nearer 5%. 85% of large closed charities, and 60% of small closed charities, 

have six months or less asset cover. In contrast, only 45% of charities (large and small) still 

operational in 2015 have less than six months of cover. It could be argued that this is as 

expected: charities on the brink of collapse would be expected to be running down their 

assets, particularly liquid ones. However, Figure 5 shows the mean and median cover for 

each year 2011-2014, and the pattern is fairly stable. 

[Figure 5 here] 

Not all assets are liquid, and some are required for income-raising (for example, store 

premises). These figures therefore overstate the ability of charities to cover a significant 

shortfall in income. Nevertheless, they suggest that the successful charities have greater 

potential to mitigate the risk of loss of income. 

Aside from income and costs, one potential risk factor for charities is the volatility of income 

and outgoings. Figure 6 shows volatility of income measured as the absolute coefficient of 

variation (standard deviation relative to the absolute value of the mean): 

[Figure 6 here] 

The closed charities have greater volatility in activity and donation income, but in terms of 

volatility of grant funding, there is a more noticeable difference between large and small 
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charities than between surviving and closed. This may reflect the ability of large charities to 

have multiple grant funds, whereas small charities are likely to receive grants sequentially: as 

each grant nears its end, new funding is bid for. 

In summary, it appears that closed charities have higher staff costs, greater dependence on 

grant income, and fewer assets to call upon. The difference between large and small charities 

is much less notable, except for volatility of income.  

These descriptive statistics suggest that there are factors that differentiate surviving and 

closed charities, but they cannot show how the different factors interact or their importance in 

determining outcomes. This paper uses a statistical model of the probability of a charity 

surviving to estimate the relative size of the different effects and the interactions of variables.  

As noted above, this paper aims to assess the value of the concentration variable commonly 

used. Four models are estimated, each with observed survival as the outcome variable: 

• Model 0: survival is associated with the base variables: income concentration, and the 

other ‘vulnerability variables’ (margin; proxied by total costs; equity proxied by 

assets; administration costs, proxied by staff costs)  

• Model 1: survival is associated with the base variables and the proportion of income it 

receives from each type of funding 

• Model 2: survival is associated with the base variables and the volatility of income 

and costs 

• Model 3: survival is associated with the base variables, type of income, and volatility 

The inclusion of both staff and total costs raises the question of multicollinearity. As charities 

are primarily service organisations, there is a strong link between staff costs and total costs. 

However, as Figure 3 showed, this relationship varies over organisations types. We therefore 
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include both variables, as they are proxying different factors, but we note the possibility of 

multicollinearity in the results. 

Size is also included as a control in all models. Results are presented in Table VII. 

[Table VII here] 

In terms of the ‘vulnerability’ variables, the income concentration ratio has the expected sign, 

but is only significant when the actual types of income (grants, donations) are not included. 

Equity (net assets) is only significant in the simplest model, although it does have the 

expected sign. Total costs as a share of income (margin) are significant at 10% but only in 

Model 1. The only ‘vulnerability’ variable that is always significant is the staff-costs–to-

income ratio, with a negative sign. This is not easy to interpret. At first glance, it suggests 

that proportionately lower staff costs increase survival prospects, suggesting that Ecer et al’s 

(2017) “high costs=organisational failure risk” argument is correct. However, staff costs are 

the complement of non-staff costs, and so this could be interpreted as “high non-staff costs 

offer room to ‘cut the flab’”, as argued by Carroll and Slater (2009). 

Distinguishing between sources of income (models 1 and 3) does substantially change the 

findings. The share of grant and donation income are highly significant, with the expected 

sign for grant income (a higher proportion of grant income is associated with a lower 

probability of survival). The significant and positive coefficient on donations suggests that a 

higher dependence on donations rather than one’s own activity is associated with a higher 

survival probability. This is despite the fact that donations are less likely to be under the 

control of the charity. However, greater volatility in donations is associated with a higher risk 

of failure. The implication is that the charity with the greatest probability of survival, ceteris 

paribus, is one with a large and predictable income from donations. As donation income is 
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likely to be associated with longevity, this appears to contradict Searing’s (2018) finding that 

older nonprofits find it harder to recover from financial difficulties.  

The other volatility measures have value in the basic if revenue concentration is the only 

measure of financial dependence (Model 2), Volatility of grant funding has a positive 

coefficient, implying that more volatility is associated with a higher probability of success. 

One possible reason for this is that grant funding is, by its nature, unpredictable, and so 

greater volatility might help the charity to develop mechanisms for coping with uncertain 

income streams. However, when types of funding are included (Model 3), only the volatility 

of donation income remains significant. 

Duquette (2017) finds that greater revenue volatility overall is associated with lower savings, 

in contrast to expectations. Our results suggest that this may be because overall revenue 

volatility is masking two opposing effects, from grants and donations. This is consistent with 

Duquette’s (2017) finding that the absolute size of the volatility effect is small. 

The variable for whether a charity is large or not has no impact. However, this might be 

because the differences are more complex than a simple uplift in probability. To evaluate this, 

we ran separate probability models for large and small charities; see Table VIII: 

[Table VIII here] 

In terms of signs of coefficients, the results are broadly similar, but far fewer of the 

coefficients are significant; in other words, the model is struggling to identify clear 

determining factors. Net assets relative to income appears to be much more important for 

large charities, but staff costs are not; for small charities the opposite is true. For the full 

model, the signs are as expected but very little is significant. 

This is not surprising: probability models require many degrees of freedom, and the 

large/small split effectively halves the sample size for each estimate; hence, these results 
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should be treated as indicative and interpreted with caution. A linear probability model, 

although only able to give indicative results, is less affected by low numbers of observation 

(although it is more likely to be affected by the multicollinearity between staff and total 

costs). Running a linear model on this data suggests that for large firms the key story is 

unchanged: a dependence of grant income lowers the probability of survival, and a high level 

of donations increases it. For small firms the linear probability model supports the findings in 

Table VIII: few factors are consistently associated with survival probability. 

Finally, it was noted above that using data from the last year before failure might reflect 

charities in extremis and is therefore unrepresentative of their overall activity. To test this, we 

ran three alternative specifications: 

• taking values from 2011, the first year data are available from all charities 

• taking values from 2013, the middle year of the period 

• averaging values across the three years prior to failure 

The volatility measures, being for the whole period, are unaffected by the choice of year. 

Table IX below present the results for the full sample (not split by size), including the 

original model for comparison. 

[Table X here] 

The findings show considerable robustness to alternative specifications. All coefficient signs 

are unchanged, and the coefficient values are generally within the same range. There have 

been some changes in significance: for example, the significance of the share of donations is 

more variable in the full model. The most notable variation is on costs: in Model 2 the size 

and significance of the total costs varies considerably; and staff costs are highly significant in 

the final-year model but not others. It is not clear why this is the case. It may be something to 

do with the imminent failure of charities: staff costs may increase as redundancies are 
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planned, and staff costs may be more difficult to reduce as income decreases. It may also be a 

result of the multicollinearity between the two costs measures, although this is difficult to 

determine in a non-linear model. 

When the results are split by large and small charity (not shown here for reasons of space, but 

available on request), the results are much the same: effect sizes are broadly consistent, 

although significance is much more variable because of the smaller sample sizes. There is an 

indication that significance is greater for smaller charities when using early years, suggesting 

that failure rates for small charities are predictable further in advance.  

Discussion 

Our model advances the literature in two significant ways. 

First, we take the widely-reported finding that concentration of income sources per se has a 

negative effect on a charity’s survival prospects, and we demonstrate that this is not the case. 

The concentration measure is effectively a poor proxy for specific composition of income; 

that is, it loses its relevance when more appropriate measures of income dependence are 

included. In particular, in line with Hager et al (2004), Myser (2016) and Green et al. (2016), 

we find that dependence on grant funding is a much better explanatory factor. We also find 

that the share of donations has an even more positive impact on survival than activity income, 

despite donations being less under the control of the charity then income-generating 

activities. 

Most importantly, we have estimated these variations as part of a nested model, allowing the 

impact of different specifications to be tested. The literature in this field is mostly composed 

of independent specifications particular to the paper. While several authors have run non-

nested models, very few (Gordon et al, 2013, being a notable exception) have run a hierarchy 

of models, testing multiple nested specifications on the same data. This provides us with 
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strong evidence that the income concentration effect is a specification error, and not the result 

of different samples of variable construction.  

Our second key contribution is to introduce volatility measures, which Carroll and Slater 

(2009) and Duqette (2017) argue is important, but which has not been statistically analysed 

before. Two hypotheses for the effect of volatility are considered: (1) instability in costs and 

income reduces survival prospects (2) an unstable environment encourages charities to build 

in resilience – the ‘what doesn’t kill you makes you stronger’ argument. Our findings offer 

some support for the latter theory in the case of grant funding, but mostly support the former 

argument in the case of other income and costs. These results need to be treated with some 

caution, as the volatility measures are necessarily limited with at most six years’ worth of 

data. 

Nevertheless, this does provide a consistent overall message: those charities with the greatest 

probability of survival have a high level of own-generated activity income and donations, and 

relative stability in that income and in costs. Charities with a high but stable grant income are 

more likely to fail.  

At first glance this seems perverse: how can more variation in a source of income improve a 

charity’s chances of survival? Green et al., (2016) propose that a stable level of grant funding 

can lead to dependency, so when grant funding is removed the charity is poorly placed to find 

other income streams. This is most likely to be the case where a charity has received the same 

or similar grant funding repeatedly, and where the funding counts for a large part of income. 

In contrast, an organisation that sees a large variation in its grant funding may place more 

emphasis on securing income from other sources. It may also be better placed to model the 

risk in its financial forecasts.  
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This in itself does not fully explain why grant funding volatility should have the opposite 

effect from activity and donation volatility. The missing part of the explanation may be that 

grant funding tends to come in large discrete blocks for fixed periods. In contrast, activity and 

donation income are more likely to be composed of a continuous, and continuously variable, 

stream of smaller amounts of income. Thus, even though the income stream may not be under 

the operational control of the charity, there is ample opportunity to observe and react to 

changing circumstances. Although Wright (2015) argues that only a relatively basic level of 

accounting knowledge is necessary for effective risk management, Ecer et al., (2017) suggest 

that the financial resilience of charities is limited by the lack of a for-profit ethos. Without the 

stimulus of uncertain income, charity management may not develop the necessary risk 

management skills. This reinforces the view of Hagen (2001), Thomas and Trafford (2013) 

and Prentice (2017), that different indicators do not necessarily all point in the same direction 

for a charity. 

Conclusion  

In researching what causes charities to fail, there is one key finding: a diversified revenue 

stream per se increases financial resilience. By nesting this factor in a broader specification, 

we show that the basic model does not fully reflect the nuances of charity funding. In 

particular, we find that a dependence on grant funding is clearly associated with a higher risk 

of failure. We also argue that analyses that do not allow for the volatility of costs and income 

may be omitting crucial factors.  

There are some limitations to the analysis. Sample sizes were limited by the need to identify 

closed charities in time for their information to be harvested. We have assumed that the 

primary reason for charity closure is financial, but we cannot rule out non-financial reasons. 

Using closure as a post-factum indication of vulnerability may include some charities that 
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have undergone an extended period of financial distress; but it also identifies as ‘non-

vulnerable’ charities that experienced financial distress but then recovered. Only three 

sources of funding were distinguished, whereas the meta-analyses of Lu et al (2019) and 

Hung and Hagen (2019) both suggested that number of funding sources affects the strength of 

the concentration effect. However, this may reflect more on the concentration measure, as 

more funding streams directly affects the variability of the measure; it it#s nt clear that, for 

example, including multiple types of grant income, or distinguishing between donations and 

legacies, would necessarily change results significantly. Finally, we assume that the self-

reported data is accurate, but there are inconsistencies in the data that suggest accounts are 

not being filed correctly. Regulators might want to consider the provision of information to 

the research community; it is noticeable that, with the exception of Burde et al., (2017), all 

the studies that employ actual survival rates were required to carry out their own data 

collection. 

Despite these limitations, our analysis appears reasonably robust. Alternative specifications, 

with different variables and using different definitions, produced qualitatively similar results. 

Our results are not sensitive to the period used for estimation although, like Lu et al (2019), 

we find that taking values over a longer period reduces the significance of effects. These 

findings are also consistent with findings on efficiency and survival from the for-profit sector.  

This is an important finding for the UK, where social provision is increasingly tied to the 

health of the third sector, and vice versa. Chenhall et al., (2013) and Parry and Green (2016) 

note that there can be resistance to performance measures where this is seen to conflict with 

the ‘social’ objectives of the charity. However, it appears that a better understanding of cost 

ratios and of the dependency risk associated with different funding sources may offer trustees 

and regulators useful guidance on the long-term survival prospects for a charity.  
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Figure 1 Sources of income: means and medians shares as percentage of total income 

Income from activities Income from donations Income from grants 
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Figure 2 Proportion of charities dependent on a single type of income 
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Figure 3 Costs and assets 
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Figure 4 Months of income cover in assets, all years 
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Figure 5 Number of months income cover, 2011-2014 

  

 

  

0

5

10

15

20

25

30

35

40

2011 2012 2013 2014

M
e

an

0

2

4

6

8

10

12

14

16

18

20

2011 2012 2013 2014

M
e

d
ia

n



40 

 

Figure 6 Volatility of income 
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Table I Previous multivariate analyses of the revenue concentration model 

References Dependent 

variable 

E
q

u
ity

 

C
o
n

cen
tra

tio
n

 

A
d

m
in

istra
tiv

e 

C
o
sts 

M
a
rg

in
 

Other significant findings 

Greenlee and 

Trussel 

(2000) 

Reduced program 

expenditure 

 
+ve -ve -ve 

 

Hager 

(2001) 

Survival -ve +ve -ve -ve Sector 

Trussel 

(2002) 

Reduced program 

expenditure 

-ve +ve 
 

-ve Size (-ve),  sector 

Keating et 

al., (2005) 

Four composite 

measures 

-ve +ve -ve -ve [only margin always 

significant} 

Tevel et al., 

(2014) 

T&C 2011 

Composite index 

-ve 
   

Income (+ve) 

Tevel et al., 

(2014) 

T&C 2011 

Composite index 

 
+ve -ve 

  

Hu and 

Kapucu 

(2015) 

Deficit-to- 

expenditure ratio 

 
ns ns ns Grants/donations (–ve); 

planning (–ve) 

Prentice et 

al., (2015) 

Composite index ns ns 
 

-ve Size (+ve) 

Myser 

(2016)   

Various liquidity 

measures 

+ve 
 

ns ns liquid assets (+ve) 

Myser 

(2016)   

Asset growth rate 
 

+ve +/- 
 

Age, size, lobbying (+ve) 

Searing 

(2017) 

Insolvency -ve +ve  +ve Age(+ve), size(+ve) 

Searing 

(2017) 

Financial 

disruption 

-ve +ve  -ve Age(+ve), size(+ve) 

Burde 

(2017) 

Survival 
    

Age, size (+ve), sector 

Notes: 

1. Significance assessed at 5% p-value. “ns” = not significant at 5%. “+/-“ = ambiguous. 

2. Where models are specified in complementary form (eg Searing (2107), coefficient 

signed have been reversed for consistency 
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Table II Availability of data 

Observations by year 

 Non-continuing Continuing 

2010 42 41 

2011 48 102 

2012 48 103 

2013 50 103 

2014 46 103 

2015 31 98 
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Table III number of years of data available 

Number of valid observations 

Number of years of data Non-continuing Continuing 

3 2 0 

4 5 1 

5 19 66 

6 24 36 
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Table IV Variable definitions 

Vulnerability 

variable 

Variable used  Rationale and expected sign in relation to 

survival probability 

Sufficient equity Months of asset cover 

(net assets/income x 

12) 

Net assets represent proxy for available 

financial resources 

Expected sign: positive (assets => survival) 

Financial 

concentration 

Herfindahl Index Key variable of interest 

Expected sign: negative (concentration => 

lower survival probability) 

Administration 

cost 

Staff costs as 

percentage of total 

income 

No direct measure in data. May indicate 

more or less scope for cost cutting, compared 

to other costs. 

No ex ante view on staff costs  

Margin Total cost as 

percentage of total 

income 

Linear transformation of(income-

costs)/income 

No clear expectation on sign (Searing, 2017, 

notes definition of vulnerability can reverse 

results) 
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Table V Correlation matrix 

 Activity income Grants Donations Total costs Staff costs Net assets 

Grants -0.4561      

 (0.000)      

Donations -0.4031 -0.5373     

 (0.000) (0.000)     

Total costs 0.0723 -0.0592 -0.006    

 (0.039) (0.091) (0.864)    

Staff costs -0.0056 0.1458 -0.1166 0.8519   

 (0.873) (0.000) (0.001) (0.000)   

Net assets 0.1079 -0.1741 -0.093 0.3189 0.0663  

 (0.002) (0.000) (0.008) (0.000) (0.059)  
Big/small 0.0874 -0.1559 0.1554 -0.0714 -0.0465 -0.0973 

 (0.013) (0.000) (0.000) (0.042) (0.187) (0.005) 

Notes: 

1. All variables except big/small defined as ratio to total income 

2. p-values in brackets  
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Table VI Size and survival rate of charities 

 Closed in 2015 Live in 2015 Total 

Small 30 52 82 

Large 20 51 71 

 50 103 153 
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Table VII Probability model results, all observations 

Dependent variable: survival 

to 2015 

All charities 

  M0   M1   M2   M3   

Income concentration ratio -2.194 ***     -0.818       -1.818 **     -0.468   

Net assets 0.015 ** 0.007   0.013 
 

0.008   

Total costs relative to income -0.538 
 

-0.892 * -0.246 
 

-0.850 
 

Staff costs relative to income -2.012 *** -1.254 *** -1.740 *** -0.951 ** 

Large charity 0.317 
 

0.091   -0.025 
 

-0.322   

Grants share of income   
 

-1.590 *** 
  

-1.243 ** 

Donations share of income   
 

1.918 *** 
  

1.866 ** 

Volatility of activity income   
 

    -0.316 
 

-0.387   

Volatility of grant income   
 

    0.763 ** 0.239   

Volatility of donation income   
 

    -0.957 *** -0.777 ** 

Volatility of total costs   
 

    -2.414 ** -0.863   

Volatility of staff costs   
 

    -0.322 
 

-0.322   

Intercept 3.080 *** 2.465 *** 3.446 *** 2.951 *** 

Observations 152   152   152   152   

* significant at 10%  ** significant at 5%  *** significant at 1% 
Reported values are coefficients, not marginal effects 
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Table VIII Probability models, large and small charities separately modelled 

Dependent variable: 

survival to 2015 

Large charities Small charities 

  M0   M1   M2   M3   M0   M1   M2   M3   

Income concentration ratio -2.142 ** -0.456   -0.364 
 

0.879   -2.214 *** -0.524   -2.017 ** -0.061   

Net assets 0.116 *** 0.097 * 0.302 ** 0.290 * 0.007 
 

0.003   0.005 
 

0.003   

Total costs share of income -1.207 
 

-1.544   -1.716 
 

-1.206   -0.159 
 

-0.431   0.039 
 

-0.379   

Staff costs share of income -1.119 
 

--0.085   0.463 
 

1.030   -2.385 *** -1.888 ** -2.275 *** -1.633 * 

Grants share of income 
  

-2.148 ** 
  

-1.649     
 

-1.216 ** 
  

-0.917   

Donations share of income 
  

1.716 * 
  

1.370     
 

2.542 ** 
  

2.610 ** 

Volatility of activity income 
  

    -1.136 
 

      
 

    -0.135 
 

-0.163   

Volatility of grant income 
  

    2.848 * 1.901     
 

    0.760 * 0.272   

Volatility of donation income 
  

    -1.633 ** -1.945     
 

    -0.851 ** -0.643   

Volatility of total costs 
  

    -12.607 ** -9.767     
 

    -2.077 * -1.098   

Volatility of staff costs 
  

    8.601 
 

2.991     
 

    0.321 
 

-0.195   

Intercept 3.051 ** 2.217 * 2.142 
 

1.170   2.966 *** 1.895   3.330 *** 2.061   

Observations 71   71   71   71   81   81   81   81   

 * significant at 10% ** significant at 5% *** significant at 1% 
Reported values are coefficients, not marginal effects 
Volatility of income activity omitted from Model 3 (large firms) due to fully-determined outcomes



49 

 

Table IX Probability models using alternative periods for estimation 

 All charities; dependent variable: survival to 2015; intercept not shown  
 Values in 2011   Values in 2013   Value in final year Average values   

 Model 0 - base 
Income concentration ratio -1.851 *** -1.510 ** -2.194 *** -1.979 *** 

Net assets 0.005  0.022 * 0.015 ** 0.018 * 

Total costs relative to income -1.022 * -0.905  -0.538  -2.350 * 

Staff costs relative to income -1.618 *** -1.819 *** -2.012 *** -1.602 *** 

Large charity 0.181  0.226  0.317  0.155   

  Model 1 - income modelling       

Income concentration ratio -1.229 * -0.114  -0.818  -0.889   

Net assets 0.006  0.012  0.007  0.010 * 

Total costs relative to income -1.430 ** -1.635 * -0.892 * -2.875 ** 

Staff costs relative to income -0.131  --0.431  -1.254 ** 0.043  
Large charity -0.080  -0.099  0.091  -0.184   

Grants share of income -1.988 *** -2.001 *** -1.590 *** -2.180 *** 

Donations share of income 1.163 ** 1.559 ** 1.918 *** 1.344 ** 

  Model 2 - volatility modelling       

Income concentration ratio -1.246 * -0.774  -1.812 ** -1.248   

Net assets 0.005  0.017  0.012  0.017 *  

Total costs relative to income -1.519 ** -1.721 ** -0.378  -4.795 *** 

Staff costs relative to income -1.400 ** -1.135  -1.467 *** -0.744  
Large charity -0.103  -0.139  -0.006  -0.274   

Volatility of activity income -0.317  -0.312  -0.374  -0.390  
Volatility of grant income 0.889 ** 0.805 ** 0.737 ** 0.853 ** 

Volatility of donation income -0.940 *** -1.149 *** -0.988 *** -1.104 *** 

Volatility of total costs -2.677 *** -2.289 ** -1.628 ** -2.758 *** 

Volatility of staff costs -0.082  -0.032  -0.111  -0.443   
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  Model 3 - full model        

Income concentration ratio -1.077  0.315  -0.440  -0.277   

Net assets 0.006  0.014  0.008  0.013 * 

Total costs relative to income -1.780 ** -1.940 * -0.933 * -4.412 *** 

Staff costs relative to income -0.425  0.170  -0.850  0.232  
Large charity -0.436  -0.472  -0.333  -0.727 * 

Grants share of income -1.556 *** -1.787 *** -1.320 ** -1.981 *** 

Donations share of income 1.237 * 1.215  1.856 ** 1.174   

Volatility of activity income -0.294  -0.219  -0.456  -0.317   

Volatility of grant income 0.276  0.138  0.170  -0.040   

Volatility of donation income -0.669 ** -0.941 *** -0.795 ** -0.962 *** 

Volatility of total costs -2.238 ** -1.177  -0.308  -1.612   

Volatility of staff costs -0.418  -0.088  -0.468  -0.558   

Observations 150   152   152   149   
* significant at 10% ** significant at 5% *** significant at 1%. Reported values are coefficients, not marginal effects 

 


