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Abstract—In this paper, three acceleration-level joint-drift-
free (ALJDF) schemes for kinematic control of redundant
manipulators are proposed and analyzed from perspectivesfo
dynamics and kinematics with the corresponding tracking eror
analyses. Firstly, the existing ALIJDF schemes for kinemati
control of redundant manipulators are systematized into a gner-
alized acceleration-level joint-drift-free (GALJDF) scheme with
a paradox pointing out the theoretical existence of the veldty
error related to joint drift. Secondly, to remedy the deficiency
of the existing solutions, a novel acceleration-level jotrdrift-
free (NALJDF) scheme is proposed to decouple Cartesian spac
error from joint space with the tracking error theoreticall y
eliminated. Thirdly, in consideration of the uncertainty at the
dynamics level, a multi-index optimization accelerationlevel
joint-drift-free (MOALJDF) scheme is presented to reveal te
influence of dynamics factors on the redundant manipulator
control. Afterwards, theoretical analyses are provided toprove
the stability and feasibility of the corresponding dynamicneural
network (DNN) with the tracking error deduced. Then, computer
simulations, performance comparisons and physical exparients
on different redundant manipulators synthesized by the prgposed
schemes are conducted to demonstrate the high performancaa
superiority of the NALIJDF scheme and the influence of dynamis
parameters on robot control. This work is of great significarce
to enhance the product quality and production efficiency in
industrial production.

Index Terms—Acceleration-level joint-drift-free  (ALJDF)
scheme, dynamic neural network (DNN), dynamics level, redu
dant manipulator.

|. INTRODUCTION

account of more degrees of freedom (DOFs) than nonredun-
dant manipulators in carrying out more complex and difficult
tasks with better performance [1]-[3]. Therefore, in order
to satisfy the demands of different tasks, various redundan
manipulators with special structures have been investibat
and manufactured for decades in different fields, such as
mobile manipulators [4], parallel manipulators [5] and tsof
robot arms [6]. In order for redundant manipulators to execu
tasks better in practice, a great deal of research is coeduct
for high performance, accuracy and multi-function. Hence,
various properties of the redundant manipulator have been
studied and developed, such as robot-environment interact
[7], learning ability [8] and obstacle avoidance [9]. At peat,
the perfect control of the manipulator still attracts thiemtion
of many researchers. The kinematic control of redundant
manipulators at different levels has different charast&s and
superiorities. In addition, most of the investigations lauanly
conducted at the velocity level, which are not applicable to
acceleration and/or torque control for the redundant manip
ulator in practice. Especially, the majority of velocigvel
investigations are not able to deal with the accelerationit li
and cannot avoid effectively the instability and divergenc
states of accelerations, which may cause some damage to the
manipulator. Thus, acceleration-level schemes [10]-[ib5]
kinematic control of redundant manipulators (for exampiie,
minimum-acceleration-norm (MAN) scheme [10], [11]) are
very necessary to deal with different tasks.

In recent years, abundant intelligent algorithms and desig

EDUNDANT manipulators, to some extent, perform d&rmulas have been increasingly constructed and applied to
greatly significant role in industrial manufacture, owarious fields, such as image processing [16], robotics [17]
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and localization [18]. Due to the superior characteristics
different from conventional approaches, neural networls a
acknowledged as effective models with high performance and
have obtained great achievements in electronic and control
domains [19]-[22]. As one of the effective networks, the
dynamic neural network (DNN) is equipped with the ability to
store recursive information thereby reducing the comjmrat
complexity, especially for controlling manipulators. & al.
dispose of the redundancy problem of manipulators with high
robustness and accuracy by using DNN method, which can
deal with the problem of position error accumulation [23].
Moreover, DNNs are employed to improve noise tolerance for
redundant manipulators, which can maintain accurate perfo
mance when polluted by various noises as reported in [24].
In a large number of mechanical assembly lines, redundant
manipulators are required to perform repetitive motioret th



may affect the quality and speed of the task execution, to[28], [33]:
large extent. In detail, a variety of features (includingnjo f(q) =r, (1)

angles, joint velocities, joint accelerations and so org ar

supposed to accurately return to their original values .[1?;29;?]552%2?;?'nsﬂggeinreclgtr'%ns?:r']psb(;t(\:’\;egr?;r:ﬁetr.?iiftgr:y sz
In addition, non-repetitive problems are deemed to geaerat < P J 9

the joint drift phenomenon, which influences the executibn &e RI n fomt sp?ce withn < m. Generally,_ It 'i difficult to

the task and even can be considered as a failure of the tads'f%?(ity sofve r;]onk{near system (1|) t]? olgtag the redgnyanc
However, there are always fluctuant tracking errors thmerlrﬁscc:)z:g;t ot;Iii: t'ﬁ:?nigc d(;c;ir\]/terxfc)ivg t(;ebgtrrl S?g;;n;néggg
simulations or real robotic arms performing repetitive oot ¢ p ' tg hich dil Ve th dund
tasks [12]-[15], [25][28]. Most investigators may haves th'C 21 &fline system, which can readily solve the redundancy
misconception that these tracking errors in the repetitive resolution: ..

tion control of redundant manipulators are invariablyiatired J@)a =1, 2)

to the inevitable calculation errors, external interfeem@nd where J(q) = df(q)/0q € R**™ stands for the Jacobian
so on. Nevertheless, the coupling relationship between timatrix of f(-), which depends on the structure of the redundant
joint error and Cartesian space error in the existing veleci manipulator;q and i represent the joint velocity and the
level joint-drift-free scheme is first demonstrated andembsd velocity of the end-effector, respectively. In order to ¢ed

in [28]. Therefore, in order to reduce the errors of theelation at the acceleration level, calculating the timevadive
existing solutions, accurate control methods for the reldah of (2) generates

manipulator need to be researched urgently. To this ensl, thi e

paper theoretically gives an answer to the existence of the J@a=1-J(q)q, 3)
velocity error for the existing acceleration-level jomtift- where ¢ and # stand for the joint acceleration and the
free (ALJDF) schemes [12]-[15], which are systematized lshd-effector acceleration, respectiveli(q) denotes the time
the generalized acceleration-level joint-drift-free (GIF) derivative of J(q) with its abbreviation/.

scheme. Then, in order to overcome the existing problems,

a novel accele_ration—leve_l joint-drift-free (NALJDF) sThe B. JDF Index and Position Error Feedback

is proposed with theoretical analyses provided and trackin i ) )
error theoretically eliminated. As an extended invesigat In orQer_to figure out the representat_lon of quadratic pro-
considering the robot dynamics level, a multi-index optiaai 9"amming index of JDF at the acceleration level, we devise a
tion acceleration-level joint-drift-free (MOALJDF) saime is 10Nt drift function as follows:

investigated to show the influence of dynamics parameters on & =q—qo, (4)

robot control. o .
The remainder of this paper is constructed as followwhereqo € R™ stands for initial angle states. Generally, joint

Section Il provides the preliminaries and formulates thebpr drift & demonstrates the performance accuracy of the task, to
lem at the acceleration level. Three ALJDF schemes are M€ extent. Moreovey(T') is supposed to be equal tg
forward from different standpoints with the corresponding'th T being the task execution time. Therefogg, should
DNNSs derived and theoretical error analyses given in Secti@® €dual to zero when a task loop ends. According to the
lIl. Moreover, illustrative simulations on different reddan- Neural dynamics method [29], i.€; = — /& with the design

t manipulators are conducted synthesized by the propoffameter; > 0, we can simply set

ALJDF schemes in Section IV to _reveal the feasibility .of_ 5‘1 = —Bi1& = —Bi(q — qo). (5)
the three proposed schemes, the disadvantage of the gxistin X

ALJDF schemes and the influence of dynamic layer factof<Pnsidering that; equals toq, rearranging (5) obtains

on ropot control. T_hen, performance comparisons and pays_ic a4+ (g — qo) = 0. (6)
experiments on different redundant manipulators syntleelsi

by the GALIDF scheme and NALJDF scheme are perform&gsigning an error equatiofs = q + 41(q — qo), we exploit
in Section V to clearly demonstrate the accuracy and superibe neural dynamics method again, i&.,= —v1&2 with the
performance of the proposed NALJDF scheme. Conclusiofiesign parametey; > 0, and obtain

are presented in Section VI.

4+ p1a=-n(a+ pi(a—a)), )
[l. PRELIMINARIES Then, readjusting (7), one can have
In this section, the forward kinematics of redundant manip- a+ (81 +71)a+7pP1(q —qg) =0. (8)

ulators, the joint-drift-free (JDF) index and the positiermor i
feedback are explained as preliminaries, which formulage t2@S€d On the above analyses, the representation of theauadr
problem at the acceleration level ' ic programming index of repetitive motion at the accelenati
' level can be designed as= (81 +71)a+ f171(q —qo) [13],
_ ] [14].
A. Forward Kinematics Similarly, we desigre = r — rq with rq being the desired
To lay a foundation for the following analyses, the forwarénd-effector trajectory. The position error feedback a th

kinematics of a redundant manipulator is given as follovls [4acceleration level can be easily deriveddas: (52 + v2) (T —



¥4) + B2y2(r — rg), with B > 0 and~, > 0 standing for the adding an important coefficiert — JfJ) to the GALIDF

setting parameters. scheme (9) generates the NALIDF scheme as follows:
Remark 1: With regard to the JDF indeand position error _ 1.1, . .

feedbackd, necessary descriptions are presented as follows. min. ca'q-+ AT (I—JW)Tg (10a)

Similar to equation (8),d originates from the following st Fa=Jg+od (10b)

relationship qev (10¢)

i — ¥q+ (y2 + f2) (b — ta) + 722(r — ra) = 0, with ¥ =g — J(a)q

which can be regarded as a quadratic constant coefficient c= (A +m)a+Fimld—qo)

differential equation with variable = r — rq. In this sense, d = (B2 +72)(f — Tq) + Sav2(r —rg),

one has

) _ where (I — J1.J) is a projection matrix with the superscript
€+ (V2 + P2)é + 7226 = 0, being the pseudo-inverse of a matrix. For further discussio
Remark 2 is supplied to introduce projection matix-J'.J).

In addition, choosingh = 0, GALJDF scheme (9) and
NALJDF (10) directly degrade into the MAN scheme as
geported in [10]. For convenience, a symbol definition isegiv

convergence to zero. Analogously, it can be readily obthin h hel ¢ - h
lim q = qo for (8). Therefore, the JDF index and position “A = B represents that each element of mauiis greater than
t or equal to the corresponding element of matsix

—00 )
error feedbackd are leveraged to drive errors to converge R k2: For projection matriX —.J1J), some necessary

exponentially [13], [14]. and useful characteristics are given here.

Firstly, consideringJJ! = I, it can be readily deduced
I1l. SCHEMES, DNNS AND THEORETICAL ANALYSES that J(I — JtJ) = J — JJtJ = J —J = 0. In this regard,

This section presents three ALIDF schemes from differghficiection matrix(/ — J1.7) has the ability to project Jacobian

standpoints with the corresponding DNNs and theoreticarer Matrix J into a zero matrix.
analyses provided. Secondly, with regard to the further structural analyses of

projection matrix(1 — Jt.J), taking advantage of the singular
value decomposition (SVD) method, can be rewritten as
A. GALJDF <cheme and NALJDF Scheme

. . J =81D, (11)

In the form of quadratic programming, the GALJDF
scheme, which generalizes the existing ALIDF schemes [12§hereS € R™*" with STS =I; T = [T, 0] € R™*™ with
[15] from a kinematic control point of view, can be written as(, € R"*" standing for a diagonal matrixp € R™*"™ with

whose characteristic roots & = v, > 0 andRy = §2 > 0.
According to Routh-Hurwitz criterion [30], the characstit
roots are in the left of the plane and thug is of global

follows: D™D = I. In view of JT = DTYTST, JJT can be rearranged
min. —qTq+ A o)
- 399 q

2 . JJT =8TDDTYTST = STYTTST = S(r2)ST, (12
s.t. ta=Jq+ dd (9b)

qev (9c) Which is a full rank matrix with all eigenvalues greater than

. . . zero. After the matrix inverse operation, one can obtain

with i3 =14 — J(q)q

¢ = (B +m)a+Aimla—a) (JIN) T = (SHTH(MH)ST =8TST. (19)

d = (B2 +72)(F — Fa) + Bay2(r — ra), Then,Jt can be rewritten as

where A > 0 denotes the feedback coefficient of the IDF JT = JT(JJT)~! = DTYTST(ST;2ST) = D' Y'Y, 2ST.
index; ¥4 represents the desired acceleration of the end- (14)
effector; the superscriptis the transpose operation of a vectoFurther, it is gained

or a matrix. For simplifying the expressiofy — .J(q)q is re-

placed by an auxiliary variabl& in the following derivations. ;t ; _ DIYTY;28TSTD = DTYTY, 2D =
Besides, joint limit (9c) is able to control the joint acaeliéon

in a suitable range to protect redundant manipulators, tlwhi
is expressed a8 = {a € R", v~ < a < v*}, wherev™ and
v+ denote the lower and upper bounds of the acceleration, ; 0 0

respectively. In addition, the position error feedbatk is I=JJ= 0 I = 0. (15)
added withd > 0 being the feedback coefficient. (m—n)x(m—n)

It is worth noting that the emergence of the repetitive moticAccording to the diagonal elementd,— .J1.J) is divided into
index c couples the Cartesian space error with the joint spattee firstn subsystems and the remaining— n subsystems.
error and reduces the accuracy of task execution, whichHer the firstn subsystems, i.e., zero diagonal elements, the
proved quantitatively below. This deficiency exists in &ét NALJDF scheme (10) can be regarded as the MAN scheme for
existing ALJDF schemes [12]-[15]. In this regard, simpla non-redundant manipulator. Whether the firgoints return

0 0

ITLXTL 0‘|

EJItimater,



to their original states depends on whether the trajectéry o For completing the kinematic control of the manipulator
the nth joint is closed. For the remaining — n subsystems, by employing the GALJDF scheme (9) with the assistance of
repetitive motion indexc directly acts on the redundant ma-DNN (19), the following theorem is given.

nipulator to drive the manipulator joints back to their amigj Theorem 1. The optimal solution to the velocity errar=
positions, which indirectly ensures the repeatabilityhef first r — iy generated by the GALIDF scheme (9) assisted with
n subsystems. DNN (19) for the redundant manipulator completing the given
JDF task globally converges to(J")"(Ac + JTdd) /o, given
that Jt#, € in(v) with in(v) standing for the interior of.

Proof: Due to the construction of DNN (19), there are two
steps to prove the convergence of DNN (19), that is, the
stability of w and the stability of velocity errof = 1 — rg.

First step: The stability ofw. It is worth noting that the deci-
sive parametew stores recursive states with> 0. Therefore,
from a mathematical point of view, proving convergencevof
can be translated into proving the positive definiteness.of.

. Recalling Remark 2, it is evident that full rank mateix/' ™ is
B. DNN and Theoretical Analyses for GALJDF Scheme positive definite. Therefore; globally converges to 0 and

In this part, with the assistant of the gradient method [31] & of convergence t¢.J.J7) ! (i'a — dd).
well as the acceleration compensation, the correspondiig D  Second step: The stability of velocity errore = 1 — ryq.
is built with theoretical analyses provided to demonstithte Because of the convergence ©f considering LaSalle’s in-

Fig. 1. Uniform structure of DNNs (19), (29) and (43).

feasibility of the GALJDF scheme (9). variance principle [32], we can obtain= (J.J)~!(ia—déd),
To start the derivations, we design a 2-norm equation of tishich can be substituted into (19a), thus obtaining
velocity error of the end-effector as follows: q=P, (07 (tq — 1) + JT(JJIT) "L (Ea — 6d) — Ac) 0
é=|[F —kdll5/2, (16) =P, (0] (tq — 1) + Jiia — JT6d — Ac).

where 4 denotes the desired velocity of the end-effectom consideration of/q = ¥ — J¢ and#a = tg — Jq in the
Taking advantage of the gradient method [31] to minimizEALJDF scheme (9) and forward kinematics (8)= 1 — 1q
the velocity error, equation (16) can be evolved into can be readjusted as

a(¢) £=J(P,(—oJ ¢+ Jia— JTod — Ac) — JTE).  (21)

= -0 = 0J (kg — 1), (17)
a Then, devising the Lyapunov functidn, = ¢7¢/2 and its time
where g > 0. In view of the joint limit in (9¢), (17) can be derivative generates
adjusted as

o 2T P 4 te 7t _ 7t
&= Py (0 (ig — 1)), ag Vo= (BCelEw S Jid o) = i)
T T. ta _7tu T
where P, (a) = arg min,,||b — al|. From the perspective of Q(( oJ e+ Jlta) — J'ia) (22)
neural networks, the joint constraints are designed as adou % (P (—0J ¢ + Jtia — J1od — Ae) — JTia).

activation function in this paper as ) )
Given P, (a) = arg min,, ||b—al| as well ag| P, (a) —al|* <

v, a<v |la —b||2, Vb € v, designinga = —oJ e + JT#a— JT6d — Ac
P,(a) =X a, v-<a<vt andb = J'i, generates
v, a>vt. | = 0J"é + Jtia— JT0d — Ac — P, (—0J"é + JTia— JTod
Evidently, there exist lagging errors in (18). Recallingth — Ac)||*> < || — 0J "¢ + JTia — Ac — JT6d — JT#,)|%,
GALJDF scheme (9), it is necessary to present the scheme (23)

concretely through the neural network. To this end, an accgjnose left side can be expanded as
eration compensation is deliberately devised within ansica To o, gt ts
process. Hence, the DNN corresponding to GALJDF scheme | —eoJ ¢+ JlEa— J'od — Ae—

(9) is derived as P, (—0J ¢ + J'#q — JTod — o) |?
d=P (o) (ta— )+ JTw—Xc),  (19a) =|| = 0J7é + JTEa— JT6d — Ae — I, (24)
& = nFa— JJ w — od), (19b) +H|Py (=0T + JTia— JT6d — Ae) — J i

T- . <« \T
whereJTw— \c denotes the acceleration compensation, which —2((—eJ"é + T~ J10d - Ac) — Jta)
directly involves the MAN and JDF indices corresponding to X (P (—0J7é + JTfa — JTod — Ac) — JTia).
(9a);7 > 0 is a design parameter to control the convergente combination with (23) and (24), we can get
speedi stand;for the parameter which promotes thg recursive Py (=07 + JTia— J16d — Ac) — J T2
system operation and stores the recursive state with its tim
derivative beingy. Furthermore, the uniform structure of the <2((—oJ e + JTia— JT6d — Xc) — JTia)" (25)
proposed DNNSs in this paper is depicted in Fig. 1. X (P,(—0J"é 4+ J'iq— JT6d — Ac) — JT#s).



Putting (22) and (25) together obtains Remark 3: For the existing solutions to ALIJDF schemes
(Ac + Jt5d)T [12]-[15], there exists a paradox about the velocity ermmdt a
T L (P (=0 é + JTEa— JT6d — Ac) the joint drift. To be more specific, increasing the feedback
coefficient of the joint drift to obtain the angle repetitios

V, +

— JTi,) < —i”Py(—QJTE' + JT#q — JT6d — Xc) (26) " deemed to increase the velocity error of the end-effectoe D
20 to the coupling relationship between the position error and
— T[] <0. the velocity error, the position error increases synchosho
Then, the following proof falls into two cases. as the joint drift decreqses. However, When the positionrer_r
Case I: Devising: = —(J)T(Ac+ J76d)/o and given that INCreases over a certain value and de_wates _from the desired
JT¥a+ JTéd € in(v), we obtain path, the joint drift becomes severe in an imprecise state.

T o ; o Hence, the selection of parameters is relatively strict and
P,(—oJ ¢+ J'ta— J'0d — Ac) — J'¥a = 0. (27)  limited for the existing ALIDF schemes [12]-[15].
Thus, it is evident thath < 0. Acgording to LaSalle’s
invariance principle [32], we substitul€, = 0 into (22) thus C. DNN and Theoretical Analyses for NALJDF Scheme

generat!qg tW.O cond|t|$ps. fi N b Different from the GALJDF scheme (9)/ — J'J) is
Condition I: P,(—oJ"'é + J'ta — J7dd — Ac) = J ¥, ; .
" T e rin deemed as an important component in the NALIDF scheme
Condition Il: =0 & + J'fa = J¥a. (10). Therefore, addingl — Jt.J) in front of the joint drift
For Condition I, given/'f, € in(v), it is evident to obtain index generates the DNN corresponding to the NALJDF
+Ac+ JTad scheme (10) as

0 ) o ;

=P, (oJ —1)+J w—AI—-J"J)c), (29a

For Condition II, we directly get = 0. (_l B ,,(Q 51} £) sd “ ( )e) (ng)
In addition, when the given task loop ends, the joint limit w=nta—JJ w—dd). (29D)

and the position error feedback almost equal to zero. In thi§ order to prove the stability and feasibility of DNN (29)ew
sense, the solution to Condition | beconies: 0. Therefore, offer the following theorem.

Condition 1l can be generalized into Condition I. Both Con- Theorem 2: The velocity error, position error and accel-

dition I and Condition Il are considered, which generates thyation error generated by the NALJDF scheme (10) aided

sufficient and necessary condition g = 0. In summary, it ith DNN (29) for the manipulator completing the given task
can be easily obtained that= —(J7)f(Ac + J7éd)/p. globally converge to zero.

Case II: As for the condition # f(JT)T(Ac + JT5d)/9_' Proof: Similarly, the proof can be divided into two parts,
simply ignoring the joint limit, equation (22) can be rew&it \yhich is to prove the stability ab and the stability of velocity
as . . ; T error ¢ = i — iq. Moreover, the stability ofv is proved in

Vg ==& J(he+ J1od + 0] ¢), Section I1I-B. Therefore, we are supposed to prove the littabi

which can be viewed as a quadratic function witibeing a of velocity erroré. The similar derivations are written as
variable. Evidently, due to the negative quadratic coeffii .. T, . $ e +

=P, — —6d) — \(I — .
we readily obtain that wher-(J7)T(\c + JT6d)/o > 0, 4 (o7 (fa =)+ J(Fa = 0d) = A(I = J1J)e). (30)

Ve={zeR",0<z<—(J)(Ac+ JTdd)/p}, IV >0,
and when—(J")f(\c + JTdd) /o < 0,
Ve = {z e R", —(J") (\c + JT6d)/o <z < 0}, IV > 0.

é=—(J") (28)

From NALJDF scheme (10) and forward kinematics (3), we
can derive the joint acceleration errde=  — iy as

£ =JP,(—0J ¢+ JTta— JT6d — NI — J'J)c) — o (31)

Then, making use of JT = I and J(I — J'.J) = 0 obtains

On account of Case If, may maintain divergence and increase
in an imprecision state. E=J(P,(—0J"é+ Jliqa— JTod — NI — JTJ)c)

In conclusion, the optimal solution to the minimum velocity — JTia4+ AT = JTJ)e).
error generated by DNN (19) for the manipulator completing
the given task globally converges to(JT)T(\c + J16d)/p, Devise the Lyapunov functior¥,, = ¢'¢/2 and its time
which also implies the existence of the position error ared tiflerivative generates
acceleration error theoretically. The proof is thus cortgule Voot

We can generalize from the derivations above that both "

steady-state and transient-state share the optimal @olti =eTJ(P,(—0J e + J'§a— JT6d — A(I — JTJ)c)

the minimum velocity error (28). Generally, in order to dhta — I+ AT — JTJ)e)

a small velocity error to stabilize the system,s supposed 1 T, e ; +

to be large enough with a small feedback coefficizrand § =" E((*Q‘] e+ Jlta—Jlod = A(I = JWJ)e)  (32)

accordlqg to (28). Given that andd perform key roles in the 4 J16d = Jtia+ AT = JT)e)T
completion of the task and a large valuegaiay put a burden Te L rte : ;

on the machinery, the parameter setting is strictly limited X (Py(=oJ ¢+ J'ta— J'od = MI — J'J)c)
the GALJDF scheme (9), to some extent. — JTEa+ XTI — JTJ)c).



In consideration ofP,(a) = arg min_, ||b — a|| as well as
||P,(a) — al|> < |la — b||?, Vb € v, devisinga = —oJ e +
Jta—Jt6d—\(I—J1J)c andb = Jta—Jid— MI—J'J)e
generates

|| — 0J7é + Jtiqg— Jtod — NI — JTJ)e — P,(—0J "¢

+ JTiq— JT6d = NI — JTJ)e)||? < || — o "¢ + J'ia

— J6d = \(I — JTJ)e — JTEa+ JTod + NI — JTJ)c|?,

(33)
whose left side can be extended as
|| = 0J7é + JTq— JT6d — NI — J'J)c—
P, (—0J e + Jlia— JTod — (I — JTJ)c)||?
=|| = oJ ¢ + Jlia— JTod — NI — JTJ)c
— T+ JT6d + NI — JTJ)c| >+
||P,(—0J"é + JTta— JT6d — NI — JTJ)c) (34)
— JTq+ JT6d + AT — JTJ)c||?
—2((—=0J "¢ + Jia— Jtéd — AT — JTJ)e)
— I+ JTod 4+ AT — JTJ)e) T x
(P, (—0J ¢ + JTiq— JTod — (I — JTJ)c)
— JT¥q+ JT6d + \(I — JTJ)e).
In combination with (33) and (34), we have
||P,(—oJ e + Jtia — JTod — NI — JTJ)c)
— JT¥a 4 JT6d + NI — JTJ)c||?
<2((—oJ"é 4 JTta— JT6d — (I — JTJ)c) (35)

— JT#a4+ JTed+ NI — JTJ)e) %
(P,(—0J"é + Jl#q — JT6d — NI — JTJ)c)
— Il 4 JT6d + NI — JTJ)c).
Then, combining (32) and (35) together obtains
. 1
Vo +éTJJted < 72—Q||P,,(79JT5' + J§a— JT6d
— XTI = J'J)e) — JTEa+ JTed + NI — JTT)e|]? < 0.

According to (4) through (8% andd are designed as follows:

= (B2 + 72)€ + B2yee = —¢, (36)
and
& = —fae. (37)
Then, it is evident to deduce
d = —fB2(B2 + 72)e + Baee, (38)

and further obtain
eTJJT6d = 76d = B2(Ba+y2)e e — Bayee’e = yac'e > 0.
In this sense, we have

V, < —£'JJtéd <o0. (39)

Based on LaSalle’s invariance principle [32], we design=
0 and it should also be satisfied thét.J.JT6d = 0, which
generates hm e=0or A lim & = 0. Further, recalling (36)

—+o00

and (37), one can come to the conclusion thhtn eE=0
and lim ¢ = 0 are equivalent conditions and readlly obtain

t—+4o0

lim é= lim €= lim £=0. (40)
t—+o0 t——+o0 t——+o0
Evidently, conditionl/,, = 0 holds, if and only if: = 0. Hence,
(40) is clearly a necessary and sufficient condition. Troeeef
position errore, velocity erroré and acceleration errai all
converge to zero. The proof is thus completed.

D. Proposal of MOALJDF Scheme

It is worth pointing out that, generally speaking, numerous
schemes [12]-[15] for redundancy resolution of redundant
manipulator at the acceleration level are usually modeled,
analyzed and controlled from a kinematic point of view as
the GALJDF scheme (9) and NALJDF scheme (10) depict.
However, in reality, the uncertainty in robot dynamics does
affect the accuracy of robot control. Therefore, as an edn
investigation, an MOALJDF scheme is designed and construct
ed to take both robot kinematics and dynamics into account
as follows:

min. (; Tq4+ Me"(I—JM)T¢ )+c 7 (41a)
S.t. fa=Jq+dd (41b)
qev (41c)
with T, =g — Jq
T=M4+p(q,q) +g(q)
c=(B1+7)a+ pivi(a—qo)
= (B2 + 72)(F — Ta) + B272(r — ra),
where 7 € R™ denotes the joint torqueM < R™*™
stands for the inertial matrixp(q,q) € R™ symbolizes the
centrifugal force vectorg(q) € R™ represents the gravity
vector;« € (0, 1) and¢ € (0, 1) are the weight parameters
of dynamics and kinematics, respectively, with+ ¢ = 1.
It can be readily observed that the MOALJDF scheme (41)
incorporates the motion control indices of the minimum ac-
celeration norm [10], repetitive motion planning [28] and
minimum torque norm [34], which involves both kinematics
and dynamics simultaneously. Correspondingly, from (1Ra)
can be naturally designed that
q=0J"(tqg— %) +a(J'w — \c) — (M, (42)
which can be simplified as
= (I+CMM) ™ (oJ (kbg—1)+a(JTw—Ac) — (M (p+8))-
Further, imposing joint constraints to (42) and combinihg t
recursive process (19b) lead to
q=P,((I+CMM) (o] (tg— 1) + a(J"w — Xc)
—(M(p +8g))), (43a)
W =n(ta—JJ w—dd), (43b)
which is the DNN corresponding to the MOALJDF scheme
(41). As for the stability and error analysis of the system,

similar to the proof to Theorem 1, one can simply imply that
the DNN (43) is of great convergence globally and that the
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Fig. 2. Computer simulations on employing the GALJDF sche@)eto control the UR5 manipulator for tracking a four-ledbwer path aided with
DNN (19). (a) Motions of redundant manipulator. (b) Desingath and end-effector trajectory. (c) Time history of joarigle. (d) Time history of joint
velocity. (e) Time history of joint acceleration with joitimit. (f) Time history of position error. (g) Time historyforelocity error. (h) Time history of
o= —(JNT( e+ Jt6d) /0.
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Fig. 3. Computer simulations on employing the GALIDF sché®&)eand the NALIDF scheme (10) to control the UR5 manipul&ertracking a four-leaf
clover path aided with DNN (19) and DNN (29). (a) Time histafyjoint angle synthesized by DNN (29). (b) Time history oinjovelocity synthesized by
DNN (29). (c) Time history of position error synthesized b}X® (29). (d) Time history of velocity error synthesized by NIN29). (e) Time history of joint
angle synthesized by DNN (19). (f) Time history of joint veily synthesized by DNN (19). (g) Time history of positiorrarsynthesized by DNN (19). (h)
Time history of velocity error synthesized by DNN (19).

velocity error generated by the DNN (43) is positively retht include the UR5 manipulator, 6-DOFs planar robot and KUKA
to the uncertainty of dynamics parameters. Due to the spananipulator with structural parameters and dynamics param
limitation, the specific derivations are omitted, which dan eters referred to [33]-[35]. As far as the fixed parameteegs ar

referred to the proof to Theorem 1. concerned, it is selected 8s = v1 = 52 = 72 = 1, n = 1000
andd = 250 with the task execution tim& = 10 s for Section
IV. [LLUSTRATIVE SIMULATIONS IV and Section V.

This section provides multiple simulations based on dif-
ferent redundant manipulators synthesized by the GALJDF .
scheme (9), the NALJDF scheme (10) and the MOALJDﬁ' GALJDF Scheme on Redundant Manipulator
scheme (41) with the assistance of DNN (19), DNN (29) and In this part, the GALJDF scheme (9) is employed on the
DNN (43). In what follows, the used redundant manipulatotdR5 manipulator tracking a four-leaf clover path with thd ai
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Fig. 4. Computer simulations on employing the MOALJDF schef@l) aided with DNN (43) to control a 6-DOFs redundant malaifor for tracking a
parallelogram path. (a) Desired path and actual trajec(@)yTime history of joint angle. (c) Time history of joint keeity. (d) Time history of joint torque.
(e) Time history of position error. (f) Time history of velbc error.

of DNN (19). Parameter settings ake= 3 and o = 20000. In  with the maximum abow.0 x 10~* m/s and the position error
addition, the initial angle staig, = [0, 3.6, 0.5, —0.5, 2, 0] is of the orden0~5 m with the maximum less thagx 10~° m

rad and the joint limit isv™ = —v~ = 2.5 rad/$. In Fig. in an accurate state as shown in Fig. 3(c) and (d), respéctive
2(a) and (b), it is concluded that the given task is completéds a comparison, for the GALIDF scheme (9), we discover
successfully with the actual trajectory coinciding witheththat Fig. 3(e) through (h) are all in an imprecise state which
desired trajectory. The generated joint angle in Fig. 2(@) ais deemed to fulfill the given task unsuccessfully. As Figy)3(
the joint velocity in Fig. 2(d) all return to their originaland (h) illustrate, the velocity error and the position eface
states. As Fig. 2(e) plots, the joint limit is activated witle too large and are of the ord&d—2. Due to the large position
acceleration fluctuation. Afterwards, the position erdooven error and the velocity error, the trajectory deviates frdma t

in Fig. 2(f) sustains increasing with the maximum error lestesired path, which causes large joint drift as indicated in
than1.5 x 1072 m and the velocity error is of the ordé®—3 Fig. 3(e) and (f) with joint angles and joint velocities not
m/s as shown in Fig. 2(g). It is worth noting that the curve akturning to their original states. It is evident that unttes

o= —(JNT(Ac+Jt6d) /0 in Fig. 2(h) and the velocity error design parameter settings, the GALIDF scheme (9) fails to
in Fig. 2(g) have similar or even identical values and trendsomplete the given task. The above comparison simulations
which verifies the correctness of the theoretical derivationdicate the correctness of the paradox in Remark 3 of the
as deduced in (28). These results embody the stability aexisting ALIDF scheme [12]-[15] as well as the superior and
feasibility of the GALJDF scheme (9) aided with DNN (19).accurate performance of the NALIDF scheme (10).

B. NALJDF Scheme on Redundant Manipulator C. MOALJDF Scheme on Redundant Manipulator

In this part, for comparison, the NALIDF scheme (10) and It is worth pointing out that in some of the existing liter-
the GALJDF scheme (9) are respectively conducted on thwres on robot motion planning [12]—-[15], [25]-[28], redu
URS5 manipulator with the aid of DNNs (29) and (19) for trackelant robot manipulators are modeled, analyzed and coediroll
ing a four-leaf clover path. To prove the paradox in Remanly from the perspective of kinematics. Neverthelesssit i
3, we devise a large joint drift feedback coefficient= 10 beyond all questions that the uncertainty in robot dynamics
and a small velocity error feedback coefficiemt= 2000. indeed affects the accuracy of robot control. As a result,
Simulation results are presented in Fig. 3. It is worth rptinsimultaneously considering robot dynamics and kinematics
that Fig. 3(a) through (d) are synthesized by the NALJDE relatively comprehensive, which is much closer to real-
scheme (10) and Fig. 3(e) through (h) are synthesized by tlerld applications. Therefore, the simulations driven hg t
GALJDF scheme (9). From Fig. 3(a) and (b), it is evident thdlOALJDF scheme (41) aided with DNN (43) are conducted
the UR5 manipulator successfully completes the given tablsed on a 6-DOFs planar redundant manipulator, whose
with the angle and the joint velocity back to their originastructural parameters and dynamics parameters can beegkfer
states. Moreover, the velocity error is of the ordér* m/s to [34], for JDF task with results plotted in Fig. 4. In additj



TABLE |
COMPARISONSAMONG GALJDF ScCHEME AND NALJDF SCHEME FORCONTROLLING UR5WITH DIFFERENTCOEFFICIENTS

(9:105) The GALJDF scheme (9) as a systematization of [12]-[15] WA¢ JDF scheme (10)

DN MPE* (m) MVE* (m/s) JO° (rad) MPE* (m) MVE ™ (m/s) JO° (rad)
0.1 5.14x 10— ° 1.68x 10— 4 5.37x 10 2 4.06x 10D 1.06x 10— 4 5.37x 10~ 2
0.5 277104 2.45x 10— 4 9.10x 10— 3 4.46x 105 1.70x 10— 4 9.10x 103
1 5.50x 10— 4 454x 104 2.80x 103 4.43x 105 1.09x 10— 4 2.90x 103
2 1.10x 10— 3 9.44x 104 1.60x 103 441x 10> 1.62x 104 1.62x 103
3 1.70x 10— 3 1.30x 10— 3 6.84x 10— 4 441x 107> 1.01x 10— 4 7.26x 104
5 2.80x 103 2.20x 103 3.74x 104 4.41x 100 1.05x 10— 4 1.38x 104
10 5.50x 103 4.40x 103 6.37x 104 4.42x107° 1.10x 104 1.03x 104
50 2.46x 102 1.91x 102 2.80x 10~ 3 441x10~° 1.31x 104 257x 104

100 442102 3.27x 102 5.20x 103 4.42x 105 1.27x10—4 2.75x 104

* The ‘MPE’ stands for the maximum position error in time higto
*The ‘MVE’ stands for the maximum velocity error in time hisgo
©The *JD’ stands for the mean of the elements of vediap — q ()| with task cycle duratioril” = 10 s.

V. PHYSICAL EXPERIMENTS AND COMPARISONS

For further comparison with the GALJDF scheme (9)
and the NALJDF scheme (10), plenty of simulations for
the two ALJDF schemes on UR5 manipulator tracking a
four-leaf clover path are conducted with different jointfdr
feedback coefficients in Table I. For other parameter set-
tings, we designo = 10° and the initial angle state, =
[0, 3.6, 0.5, 0.5, 2, 0]" rad with different\. It is worth
highlighting that the GALJDF scheme (9) is the systemati-
zation of the existing ALIDF schemes [12]-[15]. Observing
Table |, it is evident that as the coefficientincreases, the
velocity error and the position error increase synchrolyous
with accuracy reduction which reduces the quality of thé& tas
for the GALJDF scheme (9). Meanwhile, the joint drift starts
to decrease when gets a small value and then increases,
which coincides with Remark 3. Nevertheless, the NALJDF
scheme (10) demonstrates a better performance by compar-
ison. It is easy to discover that the position error and the
velocity error maintain accurate which are of the order?®

() m and10~4 m/s all the time with different joint drift feed-
Fig. 5. Snapshots of the physical experiments on the KUKAumednt back coefficients, which exhibits the decoupled relatignsis
man;]pul_atocz Lor ,tfflfijngpas gﬁgﬂgaglgl)ogéezaw& h(a%Npﬁy(Bzig;pgiyn;i:tls depicted in _T_heor(_am 2. In addit_ion, the joint drift decreaase
22’(;;?;‘;&5 S;’mhesize d by GALIDF scheme (9) aided with A8y, as the coefficiend increases, which becomes more and more
accurate. By comparison, performance analyses on the two
ALJDF schemes depict that the GALIDF scheme (9) is only
suitable for a small range of joint drift feedback, that the
we selecta = 0.995, ¢ = 1 — o = 0.005, original state NALJDF scheme (10) is not limited by the coefficients to keep
0o = [7/12]6x1 rad, A = 3, andp = 10%. One can readily a precise state, and that for the same parameter setting, the
obtain from Fig. 4(a) through (c) that the given JDF task INALJDF scheme (10) can achieve more accurate performance
well accomplished with joint velocity and the joint anglecka with tiny tracking error, which gives full expressions toeth
to their initial states. Furthermore, joint torques vanthin  superiority of the proposed NALJDF scheme (10).
a reasonable range in Fig. 4(d). It is worth noting that the To illustrate the performance comparisons of the GALJDF
initial values of joint torque are nonzero, which does affescheme (9) and the NALJDF scheme (10) more vividly and
the generated error and acceleration. As depicted in F&). 4¢onvincingly, physical experiments on the KUKA redundant
and (f), the velocity error is large at O s and then gradualipanipulator, which is equipped with 7-DOFs and a marking
approaches zero with position error less tiax 10~ m. pen attached to its end-effector, for tracking a four-ldafer
From the above results, we can draw a general conclusiosth are performed driven by the DNN (29) and DNN (19).
that the unknown parameter variables in kinematics carctaff&pecifically speaking, the desired trajectory signadsity and
the execution accuracy of the task and that the designed D} are set up in advance; the status signals of the KUKA
(43) with great convergence can reduce the affected errormaanipulator §, ¢, r and ) are measured in real time from
much as possible, thus getting a relatively precise state. the KUKA manipulator; the structure signalg @nd .j) are
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TABLE I
COMPARISONSAMONG DIFFERENTNEURAL-NETWORK-BASEDMETHODS FORELIMINATING JOINT DRIFT OF REDUNDANT MANIPULATORS

Scheme level Repetitive motion ~ Error compensation  Jomitsi Joint drift Error decoupling Theoretical tracking arr

Method (9) Acceleration Yes Yes Yes Non-zero No Non-zero
Method (10) Acceleration Yes Yes Yes Zero Yes Zero

Method in [12]  Acceleration Yes No Yes Non-zero No Non-zero
Method in [13] Acceleration Yes No Yes Non-zero No Non-zero
Method in [14]  Acceleration Yes No Yes Non-zero No Non-zero
Method in [15] Acceleration Yes No Yes Non-zero No Non-zero
Method in [25] Velocity Yes No Yes Non-zero No Non-zero
Method in [26] Velocity Yes No No Non-zero No Non-zero

Method in [27] Velocity Yes No No Non-zero No Non-zero

Method in [28] Velocity Yes Yes Yes Non-zero No Non-zero

generated by calculation. On this basis, the DNN (29) amanploying the proposed schemes to control different redun-
DNN (19) continuously generate the acceleration commandant manipulators to track the given task have been conducte
to control the KUKA manipulator in real time with the trackin which demonstrates the feasibility of the proposed schemes
error reduced by the position error feedback. In additioa, vand the correctness of the theoretical analyses. In additio
design A = 30 and p = 2000, and the snapshots of thecomparison results among the existing approaches and the
experiment results are portrayed in Fig. 5(a) and (b). It roposed methods have been provided to verify the precise
deserved to point out that as demonstrated in Fig. 5(a), therformance and superiority of the proposed NALJDF scheme.
KUKA redundant manipulator driven by NALJDF scheme

(10) achieves excellent performance with tiny error andsthu REEERENCES
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