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Abstract. Parkinson’s is a brain disease that affects the quality of hu-
man life significantly with very slow progresses. It is known that early
diagnosis is of great importance to arrange relevant and efficient treat-
ments. Data analytics and particularly predictive approaches such as
machine learning techniques can be efficiently used for earlier diagnosis.
As a typical big data problem, the number of features in the collected
data of Parkinson’s symptoms per case matters crucially. It is known that
the higher the number of features considered the more complexities incur
in the handling algorithms. This leads to the dimensionality problem of
datasets, which requires optimisation to overcome the trade-off between
complexity and accuracy. In this study, artificial bee colony-based feature
selection methods are employed in order to select the most prominent fea-
tures for successful Parkinson’s Disease classification over the datasets.
The optimised set of features were used in training and testing k nearest
neighbourhood algorithm, and then verified with support vector machine
algorithm over the public dataset. This study demonstrates that binary
versions of artificial bee colony algorithms can be significantly successful
in feature selection in comparison to the relevant literature.

Keywords: Parkinson’s Disease Classification · Speech Analysis · Fea-
ture Selection · Artificial Bee Colony.

1 Introduction

According to a report published in 2015, 6.2 million people globally suffer from
Parkinson’s Disease (PD), and about 177 thousand of these cases have resulted
in death [1]. Although the main reasons leading to the emergence of PD are not
fully known and there is no known cure, it is possible to apply some treatments
to improve the symptoms observed in the patient [2]. In this way, it is aimed
that the patient lives its remaining life with a relatively higher standard. From
this point of view, early diagnosis of the disease is very important. The fact that
the disease has a neurodegenerative structure, that is, targets motor reflexes,
negatively affecting the patient’s movement and mental activities, makes it pos-
sible to diagnose the disease through the tests carried out [3]. One of these tests
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is “speech analysis”. Findings such as phonetic and speech disorders observed
in PD patients, even, the onset of some deformations before the PD clinically
diagnosed, reveal that this test is highly effective for early diagnosis [4]. Besides,
this test is very simple and cheap. So, it provides that PD can be diagnosed by
medical personnel as soon as possible [5].

In the first of the studies that developed a Computer-aided Diagnosis (CAD)
model with the results obtained from these tests, Little et al. [5] tried to detect
the dysphonia that occurred in Parkinson’s patients through the phonations
obtained from 31 patients. The authors who trained Support Vector Machine
(SVM) using the uncorrelated features in the dataset, stated that they achieved
91.4% classification success. As of this date, many researchers have carried out
studies to select the most suitable features in the related dataset and to increase
the classification success by using different machine learning algorithms [6]. For
example, Das [7] used Artificial Neural Networks (ANN) and raise the classifi-
cation success rate to 92.9%. Li et al. [9] used SVM and fuzzy-based non-linear
method and reported their classification success as 93.47%. In their studies,
Chen et al. [10] performed feature selection and achieved 96.47% classification
accuracy with the hybrid extreme learning machine. On the other hand, Zuo
et al. [11] achieved 97.47% success rate using fuzzy k-Nearest Neighbor (k-NN)
method improved with Particle Swarm Optimization (PSO). Finally, Gök [12]
was able to increase the classification score to 98.46% by using rotation-forest
ensemble k-NN.

Since speech analysis has an important place in the classification of PD,
Sakar et al. [13] have brought a new dataset to the literature. The authors who
examined 40 subjects (20 Parkinson’s patients, 20 normal) in their study, took
samples of words and sentences as well as the vowel letter ‘a’. At the end of the
study, they reported that vowel samples had more distinctive features than word
and sentence samples. They trained a SVM using the features extracted from
the samples and achieved 77.5% classification success as a result. In the other
studies performed on this dataset; while Zhang et al. [14] employed ensemble
learning with the multi-edit-nearest-neighbor algorithm, Abrol et al. [15] used
the kernel sparse greedy algorithm. Abrol et al. was able to increase classification
success up to 99.4%.

As seen in the literature, the studies mostly propose hybrid feature selection
and machine learning approaches for higher success in classifications in expense
of various aspects. It is observed that the high success rates achieved by the
researchers seem proportional to the cross-validation methods used (e.g. Leave-
one-out CV or 10-fold CV), which implies that different samples from the same
cases are used for both training and validation purposes. Obviously, this is a
tricky approach that has potential to undermine the real success level with re-
spect to generalisation of the learning approaches [16]. In addition, the datasets
used in the studies under-consideration contain samples from a small number
of cases and need wider range of samples from larger dataset highly accurate
early diagnosis of PD. Sakar et al. [17] have created a dataset consisting of 252
cases for this purpose. The dataset covers a wide range of features including the
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basic features, many additional discriminative features extracted from the audio
signals using various techniques. The corresponding study reports a wider use
of feature selection and machine learning techniques to hit the performance of
86% by SVM over 50 efficiently selected features.

The motivation of this study is to enhance the efficency and performance
of classifiers, particularly k nearest heighbourhood (k-NN) via efficent feature
selection using the varients of one of the prominent and recent swarm intelligecen
approaches; artificial bee colony (ABC) algorithms. This is due to the attractive
performance of binary versions of ABC in the recent publications. At the end of
the study, the classification success was observed with competetive results and
verified with SVM, too.

The rest of the paper is organised as follows: Section 2 reviews and introduces
feature selection while Section 3 overviews the original and binary versions of
ABC algorithm. The experimental results are provided and discussed with rel-
evant works in Section 4 and 5, respectfully, while the study is concluded in
Section 6.

2 Feature Selection

Feature selection is one very prominent areas of data analysis and machine learn-
ing, which plays crucial role in the success of the approaches with respect ot
algorithmic complexity and the accuracy of the results. Big data studies emerge
to particularly take care this very issue in data analysis due to the fact that
the size of data tables, particularly the number of columns/attributes, hugely
matters in processing. However, each attribute in a dataset may not promise sig-
nificant contribution to classification success. It is a fact that excessive number
of features enlarges the problem size and, subsequently, causes higher complexity
on machine learning algorithms that tackle the provided classification problems.
On the contrary, reduced number of features ends up with underfitting and lower
accuracy in results. Hence, feature selection turns in a crucial optimisation prob-
lem in which the complexity is minimised without compromising accuracy once
the the most relevant and impactful features are optimally selected. This helps
chose a sub-set of all features, which provide a stable classification on the test
data [18].

One of the methods used in feature selection is to develop a search strategy
in the features in the dataset. In this way, it is aimed to raise the classification
success to the highest possible point by selecting sub-sets from the features
pool. Since brute-force searching will result in serious time and computational
complexity, researchers develop strategies continuously to speed up this process
through heuristic methods [19], [20]. In this study, ABC-based search strategy
was implemented in 756 features of the dataset. The fitness value of each solution
was calculated by the k-NN algorithm. The validation of the training phase was
provided by the LOSOCV method as seen in Fig. 1.
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Fig. 1. Flowchart of the feature selection and classification process

3 Artificial Bee Colony (ABC) algorithms for Feature
Selection

The artificial bee colony (ABC) algorithm is one of recently developed swarm in-
telligence approaches inspired of food search behaviors of the honey bee swarms.
The original algorithm has been developed by Karaboğa [21], which imitates
the collective behaviour of honey bees within their hives. The algorithm implies
use of two types of bees within the hive; employed and onlooker bees. These
social insects fulfil collective behaviour in three different phases as modeled into
this approach, where first phase imposes each employed bee to improve its own
food source, while the second phase involves each onlooker bee to look for im-
proving the quality of its own food source. In the final phase, an exploration is
initiated for new food sources by onlooker bees, subsequently transformed into
scout bees, if non-adequate improvement is achieved. Further investigations and
enhancements for functional optimisation problems are reported in [8].

The conceptualisation of the ABC algorithm translates the natural pro-
cesses and activities into algorithmic components and functionalities, where
”food source” is translated into a”feasible solution” denoted with xi, while ”nec-
tar amount” is recognised as the fitness of a solution denoted by F (xi) as given
in Eq. 1.

F (xi) =

{
1

1+f(xi)
f(xi) ≥ 0

1 + |f(xi)| otherwise
(1)

The probability of a particular food source to be selected through the process
of ABC algorithm is calculated with Eq. 2, while a neighbouring solution such
as xn = xi + vi generated using Eq. 3

p(xi) =
F (xi)∑N
j=1 F (xj)

(2)

vi = xi + φi(xi − xn) (3)

where xi,xn,vi in the equations refer to the current solution, neighbor solution
and candidate solution, respectively. φi is a randomly generated number in the
scale of [−1, 1]. i = 1, 2. . . , N indicates the index of the food source, where N
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indicates the number of food sources. On the other hand, the scout bees can be
genereted using Eq. 4 when no improvement is realised by onlooker bees.

xi,j = LBj + rand(0, 1)× (UBj − LBj) (4)

where, xi,j is the jth decision variable as the member of xi solution vector;
j = 1, 2, .., D is the index, D is the total number of decision variables, LB and
UB are the upper and lower boundary values defined for the decision variable.

Feature selection is a binary optimization problem, but, the ordinary ABC
algorithm is developed for the continuous domains. The ABC version for solving
binary problems is suggested in [22], where Eq. 3 and Eq. 4 are replaced with
Eq. 5, based on Bernoulli process, as given below.

xi,j =

{
0 rand < 0.5

1 otherwise
(5)

The following four methods are different variants of developed ABC for binary
optimization problems and used for feature selection purposes as reported below.

a. binABC (ABCv1) Algorithm has been proposed by Kiran et al. [23]
imposing Eq. 6 to replace Eq. 3 in which XOR logical operator is used to produce
neighbour solutions noting that the variables provided in Eq. 3 as in vector form
while are in in Eq. 6 as scalar form. The parameter of ϑ is used as the logical
NOT operator with which neighbour generation is applied alongside a pre-set
threshold value (e.g. 0.5), if the resulted vaule is to be taken or its complement
as the output value.

vi,j = xi,j ⊕ ϑ(xi,j ⊕ xn,j) (6)

Table 1. XOR based neighborhood operation.

Current Solution Neighbor Solution XOR Operation State 1 State 2 State 1 State 2
(xi,j) (xn,j) (xi,j ⊕ xn,j) (ϑ < 0.5) (ϑ ≥ 0.5) (vi,j) (vi,j)

0 0 0 1 0 1 0
0 1 1 0 1 0 1
1 0 1 0 1 1 0
1 1 0 1 0 0 1

As the procedure can be seen in Table 1, XOR oeprator is applied to current,xi,j ,
and neighbor, xi,j , solutions, then the output value is negated if ϑ < 0.5, kept
as is, otherwise. Afterwards, XOR is re-applied to the current solution, xi,j and
the output value filtered with ϑ for the final output value, vi,j .

b. disABC (ABCv2) Algorithm is proposed by Kashan et al. [24] which
uses a similarity measure calculated by Eq. 7 in which the similarity of the bits
in two compared solutions plays the key role. A dissimilarity measure, which
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names the algorithm, is subsequently calculated for this version of the algorithm
in order to be used for neighbour solution generation. As the approach imposes,
a new solution, was generated by Eq. 4 previously for non-binary problems, is
now replaced with Eq. 7, which calculates Jaccard’s similarity constant together
with Eq. 8.

sim(xi, xj) =
M11

M01 +M10 +M11
(7)

dissim(xi, xj) = 1− sim(xi, xj) (8)

where M11 is the number of 1 bits in both xi and xn at the same positions, while
M01 and M10 are determined, accordingly. Eq. 9 declares that the dissimilarity
of the current solution with the neighbour-to-be is an approximate of the dis-
similarity of two existing solutions, xi and xj , normalised with φ while Eq. 10
presents a minimisation model with a number of constraints, which imples that
the new solution to-be, vi, is expected to satisfy the constraints and let the
objective function be minimum.

dissim(vi, xi) ≈ φ× dissim(xi, xj) (9)

min |dissim(vi, xi) − φ× dissim(xi, xj)| (10)

Subject to:

M11 +M01 = n1

M10 ≤ n0

{M10,M11,M01} ≥ 0 and ∈ Z

where φ is a random positive value, n1 and n0 represent the number of bits with
a value of 1 and 0 in the current solution, xi . The aim in here is to determine the
closest possible minimum value according to the difference between the candidate
solution and the current solution. Detailed information and examples can be
found in [24].

c. Improved binABC (ABCv3) ABC algorithm updates the value of only
one decision variable among D number of decision variables per iteration, while
various other swarm intelligence algorithms propose updating multiple variables
within the complete vector of decision variables. Obviously, there is a trade-
off between exploration and exploitation balance to handle while attemting the
updates.

This binary version of the ABC, as discussed in [26], attempts to balance ex-
ploration and exploitation with an exponantially calculated rate, dt as in Eq.11.

dt = rand(0, α) + e−( t
tmax

)×0.1×D + 1 (11)

where, the α is randomly determined perturbation number, D is the problem
dimension, number of decison variables, and t and tmax indicate the current and
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maximum number of iterations, respectively. It is worthwhile to note that dt will
decrease with growing t, which means that the exploration is higher in earlier
iterations while exploitation gets stronger in later iterations. That is believed to
help keep the balance explained above.

The neighbourhood operator in Eq.6 proposed by Kıran et al. [23] is revised
to be used in this version due to the fact that ϑ is originally setup with 0.5 in Eq.6
as the exploitation factor. This pre-set fixed threshold weakens the exploitation
as it involves a more random process. Eq.12 proposes a new way to determine
ϑ. This rule allocates 0 to ϑ if the new solution is worse, otherwise, it is updated
depending on the iteration.

ϑ =

{
Qmax − (Qmax−Qmin

tmax
)× t F (xn) < F (xi)

0 otherwise
(12)

where Qmax and Qmin represent the upper and lower limits of the defined range,
respectively [25].

d. NBABC (ABCv4) In this binary ABC (NBABC) version that proposed by
Santana et al. [26], it is ensured the influencing of the specified number of decision
variables during the implementation of the neighborhood operator. Trough the
max dim parameter in the algorithm, the maximum number of dimension values
is determined in each iteration. The pseudo code of the neighborhood operator
is as follows:

Algorithm 1: NBABC Algorithm

Input: xi

1 Select xj where i 6= j /* A new Food Source */

2 Set The number of selected dimensions (max dim×D)
3 Select random dimensions for the food source (Dims)
4 Foreach d ∈ Dims do
5 if xi,d = xj,d then
6 vi,d = xi,d

7 end
8 else
9 vi,d = xj,d

10 end

11 Return vi

4 Experimental Results

The following experimental study has been fulfilled to test the algorithms un-
derconsideration for feature selection purposes. The dataset created by Sakar et
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al. [17] has been widely used. This dataset contains samples from 188 Parkin-
son’s patients and 64 healthy cases. While constructing the dataset, the voice
of patients for the vowel ‘a’ was recorded 3 times from each case, hence, 252
x 3 = 756 audio signals were obtained. In addition to the baseline features
of audio signals, feature extraction was made through many techniques ( e.g.
Time Frequency Measures, Mel Frequency Cepstral Coefficients, Wavelet Trans-
form Based Features, Vocal Fold Features, Tunable Q-Factor Wavelet Transform
Based Features). Thus, they were able to create a dataset including a total of
754 feature vectors.

The algorithmic hyper parameters considered through out of these experi-
mentations have been tabulated in Table 2 per algorithm.

Table 2. Control parameters of algorithms

ABCv1 ABCv2 ABCv3 ABCv4
Population Size 20 20 20 20
Max number of
Function Evaluation

1000 1000 1000 1000

max dim - - - 0.1
φmax/Qmax - 0.9 0.3 -
φmin/Qmin - 0.1 0.1 -
Limit 100 100 100 100

Table 3 shows the success metrics on each feature category. Since the Band-
width features in the dataset are few, all methods achieved the best results. When
the algorithms run using the TQWT features that have the highest number of
features, ABCv2, ABCv3 and ABCv4 showed the best performance according to
calculated mean and maximum success values. Although ABCv2 performed the
best on the Wavelet Transform features according to the mean results, ABCv3
and ABCv4 achieved the maximum success value. For MFCC features, ABCv4
algorithm achieved the highest scores for both mean and maximum results. Fi-
nally, ABCv2 performed better than other methods for Baseline and Vocal Fold
features.

From this part of the study, it can be concluded that the MFCC features
contain the most qualified features to distinguish between classes. Therefore, all
four algorithms showed the best performance on these features. Another impor-
tant point is that although the number of these features is 84, the algorithms
have achieved the highest results with an average of 40.

In the second stage of the study, classification was performed with SVM
using the features selected for k-NN algorithm. That was to verify how robust
was ABC-based feature selection. As can be seen from Table 4, the features
selected by ABCv3 algorithm gave the best results according to the maximum
success criteria. However, according to the mean success criteria, ABCv2 and
ABCv4 were able to compete with ABCv3.

The fact that SVM algorithm, which is trained with 35 features selected
by ABCv3 algorithm, produces higher results compared to k-NN, shows that
SVM algorithm is a more successful classification algorithm than k-NN. On the



Feature selection with ABC for classifying PD 9

other hand, it can be concluded that the features selected by the binary ABC
algorithms create a reasonable and fair benchmark environment for classification
algorithms. Moreover, it is possible to achieve higher successes by using SVM
instead of k-NN while calculating fitness values in the feature selection stage of
ABC algorithms.

Table 3. Feature selection with k-NN results.

Baseline
(26 Features)

Bandwidth
(8 Features)

Vocal Fold
(22 Features)

MFCC
(84 Features)

WT Applied to F0
(182 Features)

TQWT
(432 Features)

ACC F1 MCC ACC F1 MCC ACC F1 MCC ACC F1 MCC ACC F1 MCC ACC F1 MCC

ABCv1
Mean 0.79 0.87 0.39 0.77 0.86 0.30 0.80 0.88 0.41 0.85 0.90 0.56 0.77 0.85 0.31 0.84 0.90 0.55
Max 0.83 0.89 0.49 0.77 0.86 0.30 0.81 0.89 0.45 0.87 0.92 0.63 0.79 0.87 0.37 0.86 0.91 0.59

ABCv2
Mean 0.82 0.89 0.48 0.77 0.86 0.30 0.82 0.89 0.46 0.85 0.91 0.58 0.79 0.87 0.37 0.85 0.91 0.58
Max 0.83 0.89 0.49 0.77 0.86 0.30 0.83 0.89 0.49 0.86 0.91 0.61 0.79 0.87 0.39 0.86 0.91 0.61

ABCv3
Mean 0.80 0.87 0.40 0.77 0.86 0.30 0.80 0.88 0.41 0.85 0.91 0.58 0.78 0.86 0.34 0.85 0.91 0.58
Max 0.83 0.89 0.49 0.77 0.86 0.30 0.82 0.89 0.48 0.87 0.92 0.62 0.80 0.88 0.42 0.86 0.91 0.60

ABCv4
Mean 0.80 0.88 0.42 0.77 0.86 0.30 0.81 0.88 0.44 0.86 0.91 0.59 0.78 0.86 0.36 0.85 0.91 0.59
Max 0.83 0.89 0.49 0.77 0.86 0.30 0.82 0.89 0.48 0.87 0.92 0.64 0.80 0.87 0.40 0.87 0.92 0.63

Table 4. SVM results for selected features

Baseline
(26 Features)

Bandwidth
(8 Features)

Vocal Fold
(22 Features)

MFCC
(84 Features)

WT Applied to F0
(182 Features)

TQWT
(432 Features)

ACC F1 MCC ACC F1 MCC ACC F1 MCC ACC F1 MCC ACC F1 MCC ACC F1 MCC

ABCv1
Mean 0.79 0.87 0.35 0.77 0.86 0.29 0.76 0.86 0.27 0.82 0.89 0.50 0.76 0.86 0.24 0.82 0.89 0.49
Max 0.82 0.89 0.46 0.77 0.86 0.29 0.78 0.87 0.34 0.85 0.91 0.59 0.77 0.86 0.29 0.85 0.90 0.56

ABCv2
Mean 0.76 0.85 0.28 0.77 0.86 0.29 0.73 0.83 0.18 0.84 0.90 0.54 0.77 0.86 0.25 0.83 0.89 0.51
Max 0.76 0.85 0.28 0.77 0.86 0.29 0.73 0.83 0.18 0.84 0.90 0.54 0.77 0.86 0.25 0.83 0.89 0.51

ABCv3
Mean 0.79 0.87 0.37 0.77 0.86 0.29 0.76 0.85 0.26 0.83 0.89 0.51 0.76 0.86 0.24 0.82 0.89 0.48
Max 0.83 0.90 0.51 0.77 0.86 0.29 0.79 0.87 0.38 0.88 0.92 0.66 0.78 0.87 0.32 0.84 0.90 0.55

ABCv4
Mean 0.79 0.87 0.36 0.77 0.86 0.29 0.77 0.86 0.30 0.83 0.89 0.52 0.76 0.86 0.24 0.82 0.89 0.48
Max 0.82 0.89 0.48 0.77 0.86 0.29 0.79 0.87 0.36 0.86 0.91 0.60 0.77 0.86 0.29 0.84 0.90 0.55

5 Related Works and Discussions

Since the dataset used in this study has been made public, several studies have
been carried out to improve the classification successes. For example, Altay and
Atlas [27] used two different evolutionary algorithms in their work. Badem et al.
[28] employed ABC algorithm for feature selection. Tuncer and Dogan [29] per-
formed feature extraction with Singular Value Decomposition (SVD) and feature
selection with Neighborhood Component Analysis (NCA). In the classification
phase, they used SVM. Castro et al. [30] provided classification with ANN. Fi-
nally, Tuncer et al. [31] extracted features from the dataset using minimum
average maximum tree and SVD, and then performed classification with k-NN.
It was observed that some of their results remian better in accuracy than our
score. However, with closer look into the details, it was seen that the 10-fold CV
method was used during the training and validation phase. But, as mentioned in
the work by Sakar et al. [17], using this kind of cross-validation cannot provide
generalization for all subjects and causes in biased results. Therefore, it is found
unfair to make a comparison between the results in [31] and our study’s. For this
reason, our results are evaluated with the results obtained in the original study,
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namely the study using LOSOCV (Leave-One-Subject-Out Cross Validation).
The relevant comparison is as in Table 5 below.

Table 5. Comparison of the results with the original study

Feature Selection
Algorithm

# of Features
Classification

Algorithm
Acc. (mean) Acc. (max)

Sakar et al mRMR 50 SVM - 0.84

This study
ABCv2 39 k-NN 0.86 0.87
ABCv4 35 SVM 0.83 0.88

In general, it is observed that the MFCC features in the Parkinson dataset are
the best definitive and the most discriminative features for classification. In this
respect, it can be concluded that the MFCC features will provide more stable
and successful results in more comprehensive Parkinson datasets to be created in
the future. However, as seen in the original study, the classification success rate
achieved using only MFCC features remained at the level of 0.84. This leads to
the question of whether or not more successful results can be obtained through
feature selection algorithms.

In their study, Sakar et al. [17] stated that the highest score was obtained
with an SVM trained with 50 features selected from all features (756). However,
as can be seen in Tab. 5, when evaluated on the basis of mean values, it can
be observed that the NBABC (ABCv4) algorithm can achieve more successful
results with less features (0.86). When the algorithms were evaluated in terms
of the maximum success rate, all algorithms except disABC (ABCv2) produced
the highest accuracy value (0.87). Moreover, if SVM is trained with the selected
features, it has been observed that the success rates can be increased a little
more. Accordingly, improved binABC (ABCv3) algorithm obtained the highest
success value (0.88). As a result, it can be said that thanks to the feature selection
to be applied in Parkinson datasets, higher successes can be achieved and binary
ABC methods are highly capable in this task.

6 Conclusions

The datasets of Parkinson’s sympthoms collated provide great support to study
data-driven computational approaches if they are helpful in diagnosis of the
disease. The dimensionality problem of such datasets has to be eased before
devicing automatic methods to help medical staff. One of the collated datasets
are of sound samples they receive from patients through signal processing tech-
niques to apply speech analysis, which help understand any anomlies detected.
Machine learning techniques are prominantly used in predictive analysis of the
data for diagnosis purposes. However, the dimansionality problem matters and
the number of features has to be studied and optimsed accordingly.

In this study, the variants of binary ABC algorithms have been studied for
feature selection and dimensionality problem of the datasets underconsideration,
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which includes 756 features. In the first stage of the study, feature selection was
made using four different binary ABC algorithms, and the success values of the
selected features were evaluated with the k-NN algorithm. In the second stage
of the study, SVMs were trained with the selected features and it was seen that
the selected features could increase the classification success compared to the
original study. Thus, it has been shown that effective results can be achieved in
PD classification by the methods used in the study.
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