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Abstract

This paper deals with energy transfer in wireless sensor networks (WSN) and explores efficient policies to perform
simultaneous multi-node battery replenishment through a mobile charger (MC). An on-demand solution that takes
advantage of this concept is proposed. It features the use of threshold-based tour launching (TTL), after appropriate
request grouping, and a path planning strategy based on minimizing the number of stopping points in the charging
tour. The proposed solution, called On-demand Multi-node Charging (OMC) is the first on-demand scheme that
takes advantage of multi-node charging, and has several contributions. Contrary to existing solutions, that focus on
shortening the charging delays, OMC groups incoming charging requests and optimizes the charging tour and the
mobile charger energy consumption. Although slightly increasing the waiting time before nodes are charged, this
allows taking advantage of multiple simultaneous charges and also reduces node failures. At the tour planning level
a new modeling approach is used. It leverages simultaneous energy transfer to multiple nodes by maximizing the
number of sensors that are charged at each stop. Given its NP-hardness, tour planning is approximated through
a clique partitioning problem, which is solved using a lightweight heuristic approach. The proposed schemes are
evaluated in offline and on-demand scenarios and compared against relevant state-of-the-art protocols. The results in
the offline scenario show that the path planning strategy reduces the number of stops and the energy consumed by the
mobile charger, compared to existing offline solutions. This is with further reduction in time complexity, due to the
simple heuristics that are used. The results in the on-demand scenario confirm the effectiveness of the path planning
strategy. More importantly, they show the impact of path planning, TTL and multi-node charging on the efficiency of
handling the requests, in a way that reduces node failures and the mobile charger energy expenditure.
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1. Introduction to recharge the sensor nodes. However, the major draw-

back of these solutions is the high uncertainty associ-

Current applications of wireless sensor networks
(WSNs) use tiny sensor motes that are powered by
miniaturized on-board batteries with limited capacity.
This scarceness in energy resources considerably con-
straints the network lifetime and makes energy effi-
ciency a challenging objective to achieve. A plethora
of energy conservation solutions have been proposed in
the literature [[1]. These solutions can only slow down
the energy dissipation engendered by the network op-
erations, but they are unable to guarantee their perpet-
ual functioning. Energy harvesting solutions have been
recognized as a sound alternative [2]], where ambient en-
ergy such as solar, vibrational, wind energy, etc., is used
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ated with the harvested energy, which often shows an
erratic behavior. For example; in solar harvesting sys-
tems, the energy output of the charger depends on the
amount of solar radiations received at the panel, which
varies with the time of the day and weather conditions.
Research developments in wireless energy transfer tech-
nology opened up perspectives for more reliable and de-
terministic energy provision in WSNs. Kurs et al. [3]
developed a new technique called magnetic resonant
coupling that enables efficient and stable energy trans-
fer between two devices through mid-range distances
(e.g, 2 m). Furthermore, such wireless energy trans-
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fer is omnidirectional, i.e., it does not require a line of
sight between the charging and receiving nodes. Recent
research effort has been focusing on the concept of us-
ing a mobile charger that roves the network and charges
the sensor motes wirelessly. In most existing solutions,
the mobile charger is scheduled offline and determinis-
tically, in order to carry out periodically the charging
tour and visit every WSN node [4} 5, [6]. However, in
many real-world applications the energy consumption
of sensor nodes is highly dynamic. Consequently, of-
fline solutions may lead to unnecessary visits of energy-
rich nodes. This will not only result in a higher energy
consumption of the mobile charger due to useless dis-
placements, but it also causes high waiting times for
those nodes with critical energy levels and possibly re-
sults in their exhaustion. Considering this shortcoming,
some recent works proposed the use of on-demand ap-
proaches allowing the charger to serve requesting nodes
only [7, 18} 19]. However, all the proposed approaches
in this category are limited to charge a single node at
a time. This may induce low performance of the mo-
bile charger and make the approaches hard to scale up.
Interestingly, Kurs et al. [10] proved that by properly
tuning the magnetic resonance coupling, it is possible
to perform a wireless energy transfer to multiple re-
ceivers simultaneously. Moreover, it has been empiri-
cally demonstrated that the overall output efficiency of
charging multiple devices was better than that of charg-
ing each device individually.

Inspired by these new findings, we propose a novel
on-demand wireless charging scheme for WSNs that
considers the following challenges: i) avoiding node
failure by ensuring a bounded charging delay for each
requesting node, ii) optimizing the energy consumption
of the mobile charger in terms of power transfer effi-
ciency and traveling energy, iii) ensuring the scalability
of the charging scheme with a high number of request-
ing nodes.

To address these challenges, we explore the use of
simultaneous multi-node charging in on-demand sce-
narios. We use a simple but efficient scheduling of
the charging operation via threshold-dependent request
grouping. In addition, we propose a path planning strat-
egy based on minimizing the stopping points in the
charging tour.

The main contributions of our work are as follows:

e While simultaneous energy transfer has largely
been used in off-line solutions, no on-demand ap-
proach uses it thus far. The present work inves-
tigates the use of simultaneous energy transfer in
on-demand wireless charging. This has the advan-

tage of improving the charging performance and
assures higher scalability, as compared to charging
based on one node at a time.

e We propose a novel on-demand charging solu-
tion that uses the concept of threshold-based tour
launching (TTL). Contrary to existing schemes
that focus on shortening the charging delays, we
demonstrate that it is possible to delay the charging
operation of requesting nodes to maximize the ben-
efit from multi-node simultaneous charging with-
out affecting the sensors’ operations.

e To show that the proposed approach does not im-
pact the sensor operations, we defined a new met-
ric called cumulated failure time. We show that
the latter is more relevant than the charging delay
metric that is traditionally adopted by existing so-
lutions.

e At the tour planning level of the proposed strategy,
a new modeling approach is used. It leverages si-
multaneous energy transfer to multiple nodes, with
the aim of maximizing the number of nodes that
are charged at each stop. Giving the NP-hardness
of the problem formulation, we approximate it to
a clique partitioning problem, and a simple heuris-
tic is proposed. The resulting charging algorithm
is shown to have a cubic time complexity in the
number of nodes, with a good approximation ratio.

e The proposed mechanisms are evaluated in offline
and on-demand scenarios. First, and to illustrate
the performance of the path planning strategy in
terms of energy consumption in the presence of a
high number of nodes, the strategy is compared to a
recently proposed offline solution that is also based
on multi-node simultaneous energy transfer. After-
wards, the whole solution including the threshold-
based launching is evaluated in an on-demand sce-
nario against NJNP [9].

The remainder is organized as follows. Sec. 2] sum-
marizes the related work. Sec. [3] presents some general
concepts and gives the problem statement. Sec. ] in-
troduces the proposed solution, while Sec.[5]and Sec. [f]
describe each of its building blocks. Sec[7]analyses the
computation complexity of the proposed algorithm, as
well as the approximation ratio of the enclosed heuris-
tics. Sec. [§] presents a thorough simulation study, eval-
uating the proposed techniques against state-of-the-art
solutions. Sec.[9]concludes the paper.



2. Related Work

A rich body of work on wireless energy transfer using
a mobile charger has appeared in the last few years. Li
et al. [[11] proposed a joint routing and charging scheme
to prolong the WSN lifetime. Their key idea is to de-
sign a routing protocol that actively coordinates with
the mobile charger to fully exploit the potential bene-
fits of the adopted recharging strategy. Shu et al. [12]
focus on minimizing communication delays in RFID-
based wireless rechargeable sensor networks. To this
end, they propose to optimally plan the path of the RFID
reader. Depending on the assumed movement pattern
of the latter, they propose an optimal solution for linear
movement and a heuristic for a generic two-dimensional
movement. The authors of [[13] investigate the feasibil-
ity of bundling the wireless charger and the base station
into a single mobile entity that collects data and charges
sensor nodes at the same time. Hence, they present a
model that jointly optimizes charging schedule and flow
routing. These works depend on the routing and data
collection operations, contrary to the solution that we
propose here.

To our knowledge, Xi et al. [4]] were the first to in-
vestigate the use of simultaneous multi-node wireless
charging technology in WSNs. The proposed approach
relies on a fixed charging path formed by a set of stop-
ping points. The latter represents the centers of hexag-
onal cells that partition the deployment field. The so-
lution’s goal is to minimize the energy consumption of
the mobile charger by optimizing the stop durations at
each cell center. In [14]], the authors identify optimal
velocity control of the mobile charger as a key design
objective and propose a near optimal solution. Fu et
al. [[15] proposed a new charging strategy that optimizes
the overall charging delay using similar charging tech-
nology. However, all the existing solutions that em-
ploy simultaneous multi-node charging are based on a
static offline scheduling, and the charging operation is
performed periodically over the entire network. This
makes such solutions unpractical in most WSN appli-
cations where the operating circumstances are highly
dynamic and unpredictable. In fact, a mobile charger
that adopts offline scheduling tends to make unneces-
sary visits to some nodes with a sufficient energy level.
This considerably degrades the charger’s efficiency in
terms of energy consumption and induces additional de-
lays in serving the energy-hungry nodes, thus leading to
the exhaustion of their batteries.

In an attempt to deal with the limitations of offline
approaches, some research efforts proposed the use of
on-demand wireless charging. For example, Jiang et

al. [16] provide an on-demand strategy that serves the
requesting nodes while maximizing the network cover-
ing utility. This metric is defined to reflect the WSN
effectiveness in terms of event monitoring. In [17], the
notion of energy synchronization is proposed in an at-
tempt to jointly optimize charging delays and traveling
energy. The work in [9] is a prominent effort in the
area of on-demand wireless charging. The authors pro-
vide an analytical study of on-demand mobile charging
under the discipline of ”Nearest Job Next with Preemp-
tion”. Also, best practices are suggested to implement
NINP-based wireless charging in real-world scenarios.
Our approach departs from existing on-demand charg-
ing solutions in three respects: i) it allows simultaneous
multi-node charging with the objective to achieve bet-
ter performance, especially in large-scale networks, ii)
it takes into account a new performance metric (aver-
age nodes failure time) instead of the charging delay,
which better reflects the efficiency of on-demand charg-
ing strategies in real-world deployments. iii) it adopts
an online path planning mechanism that optimizes both
power transfer efficiency and traveling energy.

3. Preliminaries

3.1. Wireless Power Transfer Technologies for WSNs

The concept of Energy harvesting through wireless
power transfer (WPT) is not new [[18]]. Nevertheless,
its application remained unsuccessful until the early
nineties, when different WPT technologies were pro-
posed with the emergence of consumer electronics and
electrical vehicles. WPT technologies can be classified
as follows [19]:

e Inductive coupling: it is based on magnetic field
induction that generates a voltage when hitting the
charged device circuit. Due to its simplicity and
safety, this technology is approved by the Wireless
Power Consortium, and commercialized in a large
variety of products. However, the major drawback
of inductive coupling resides in its poor efficiency
for energy transfer even for short distances, which
requires the charger and the receiver to be in con-
tact. This makes it impractical for use in WSNs.

e Electromagnetic (EM) radiation: it uses elec-
tromagnetic waves as a medium for energy trans-
fer. Most technologies of this category rely on
915 MHz ISM bands which suffer from low en-
ergy transfer capability, like in the PowerCast so-
lution [20]. Moreover, potential health hazard to
humans from EM radiations restricts the use of this



technique on ultra low-power sensor nodes that can
function under 10 mW, e.g., [21]].

e Magnetic resonant coupling: similarly to induc-
tive coupling, magnetic resonant coupling relies on
the magnetic field for power transfer. Its principle
consists in making a couple of coils (at the sender
and the receiver) operate at the same resonance
frequency for strong coupling via magnetic reso-
nance induction. This technology was developed
by Kurs et al. [3]], and experiments demonstrated
the possibility to power a 60 W device from a dis-
tance of 2 m with an energy transfer efficiency of
40%. Furthermore, the authors proposed an en-
hancement allowing simultaneous power transfer
to multiples devices [[10]. They showed that proper
tuning of the coupled resonators enables a better
power transfer efficiency than for a single charged
device. Therefore, this technique allowed a signifi-
cant performance enhancement over the previously
mentioned technologies in terms of received power
and charging distance. This opens up new possibil-
ities for wireless charging in WSNs, especially in
applications that require medium or high deploy-
ment density such as WSNs for military/border
surveillance, or smart cities [22].

Giving the usefulness of magnetic resonant coupling
for those WSN applications, as well as its scalabil-
ity enabled by multiple simultaneous charging, we de-
cide to use this technology in this paper. Neverthe-
less, we underline that the proposed model and solu-
tions are not exclusively related to magnetic resonant
coupling, but apply to all charging technologies where
the mobile charger can perform simultaneous wireless
charging of multiple nodes. For the current technology,
multiple simultaneous charging with magnetic resonant
coupling is only efficient in applications of medium to
high deployment density (i.e., short distances between
the charger and the nodes), but not in applications with
sparse deployment such as [23]]. However, abstracting
from the limitations of present charging technology, our
solution can take advantage from any future technology
that may offer better efficiency of multi-node charging
over longer distances. This will extend the application
range of our charging strategy to low-density WSNs as
well. In the rest of the paper, the employed charging
technique is referred to as Multi-node Wireless Charg-
ing (MWC).

3.2. Problem Statement
We consider a network with a mobile charger (MC)
and a set of static sensor nodes that are randomly scat-

tered over a two-dimensional deployment area. Each
sensor is equipped with an onboard battery of limited
capacity. Nodes send out charging requests to the MC
when their energy level falls below a certain thresh-
old. Dealing with routing request is out of the scope
of this work, but similarly to data, the necessary com-
munication scheme for this operation can be performed
using state-of-the-art routing protocols for mobile des-
tination [24]. Furthermore, the time needed for request
delivery is assumed to be negligible compared to the
MC'’s travel and charging time. The MC maintains a ser-
vice queue to store the received charging requests that
are served according to the adopted on-demand charg-
ing strategy. Here, by serving a request we mean that the
charger travels to the requesting node and replenishes
its energy supply. As emphasized earlier, we assume
the use of MWC technology for power transfer between
the MC and the visited nodes. This means that the MC
has the ability to simultaneously charge several nodes
if more than one requesting nodes is located within its
charging radius.

Contrary to offline approaches, where the charging
operation is triggered periodically taking into account
every node in the network, on-demand charging exhibits
highly dynamic properties in both the femporal dimen-
sion, i.e., the arrival time of a new charging request, and
in the spatial one, i.e., the location of requesting nodes.
These yield additional design challenges compared to
offline approaches that mainly focus on optimizing the
path of the charging tour. In fact, the design process of
on-demand mobile charging must consider the follow-
ing challenges to guarantee efficiency for the requesting
nodes and the mobile charger:

e Bounded charging delays: for requesting nodes,
charging delays measure the time from when these
send out their charging requests to when their en-
ergy supply is replenished. An efficient charging
strategy ensures that each requesting node can be
served within a limited charging delay, so as to pre-
vent its battery exhaustion. It is worth mentioning
that, contrary to all existing on-demand solutions,
the one proposed herein does not target the mini-
mization of the charging delay. Instead, its objec-
tive is to keep the delay sufficiently low in order
to mitigate node’s failures due to battery depletion.
Our new approach to deal with the energy delay
metric is further detailed in Sec.[dl

e Optimized MC’s energy consumption: from the
mobile charger perspective, achieving an efficient
charging scheme requires optimization in its en-
ergy consumption. This includes the energy spent



to recharge the requesting nodes (charging en-
ergy), in addition to the traveling energy neces-
sary to visit those nodes. As shown in Sec. [5] op-
timizing the MC’s energy consumption can posi-
tively or negatively influence the charging delay of
the requesting nodes, depending on the employed
technique. Hence, it is vitally important to con-
sider this challenge in the early design stages of
the on-demand charging strategy. Yet, existing so-
lutions either neglect it to the detriment of other
utility metrics [9}[16]], or consider it as a secondary
objective that amounts to reducing the traveling
energy by minimizing the length of the charger’s
path.

e Scalability: Most WSN applications envisage a
large-scale deployment over a widely-extended
area with high number of nodes. A viable charging
process must ensure scalable performance when
used in such application scenarios, especially when
the requesting load becomes heavy. One trivial so-
lution to enhance scalability in on-demand wireless
charging is to rely on cooperation of multiple mo-
bile chargers, similarly to [25]. However, the scala-
bility objective becomes more challenging with the
use of a single charger.

4. Solution Overview

We propose a new on-demand charging scheme that
aims at improving the scalability by relying on MWC
for power transfer, which is scalable and enables the
simultaneous charging of multiple nodes. Neverthe-
less, the high dynamics exhibited by requesting nodes
in terms of locations and request time make it less prob-
able for the mobile charger to find a subset of requesting
nodes that are close enough to be charged simultane-
ously. This complicates the use of MWC in on-demand
scenarios. The objective is to explore the available
design choices that better integrate MWC into an on-
demand charging strategy, and to maximize its benefit.
The employed techniques must also optimize the MC’s
traveling and charging energy consumption, without ne-
glecting the solution performance in terms of bounded
charging delays.

From the perspective of requesting nodes, we think
the efficiency of an on-demand charging strategy is not
necessarily achieved by minimizing the charging delay.
A more flexible definition of this efficiency is the pre-
vention node’s failures by serving requesting nodes be-
fore their battery depletion. Hence, the time available
for the mobile charger to serve a given requesting node

is equivalent to the period between request issuing and
battery exhaustion. This period depends on the request-
ing node’s energy consumption and becomes longer if
this node experiences low communication and sensing
loads after issuing the request. Previous on-demand
charging solutions do not take into account this vari-
ance in terms of charging delay requirement and tend
to minimize it for every requesting node. Although this
may help prevent battery exhaustion for energy-hungry
nodes, it imposes unnecessary constraints on the mobile
charger strategy for serving other nodes that can tolerate
a longer charging delay. The consideration of such un-
necessary constraints may foster the use of some greedy
charging approaches that negatively influence other per-
formance metrics such as the MC’s traveling and charg-
ing energy.

The objective of charging delay optimization is re-
laxed in our approach to maximizing the benefit from
MWC power transfer, subject to preventing nodes’ bat-
teries depletions. Hence, the MC is no longer con-
strained to start the charging process immediately upon
receiving the first request. Instead, the MC waits and
keeps on collecting additional requests for a period that
ends when a predefined threshold is reached. This wait-
ing period is intended to enable the collection of the
maximum number of requests, which allows for a more
efficacious simultaneous multi-node power transfer dur-
ing the charging tour. Driven by these considerations,
we build the charging strategy on charging tours that
are triggered based on a waiting threshold. The choice
of this threshold and its impact on the solution’s per-
formance is discussed in Sec.[5} Each time the waiting
threshold is reached, the mobile charger proceeds to the
second step, which consists in the so called charging
path planning. In this step, the MC computes an opti-
mized charging path represented by a set of stopping lo-
cations, along with their corresponding stop durations.

While a conventional on-demand strategy may
choose, at each round, the next optimal charging po-
sition to serve one or a subset of the existing requests
without the need for path planning, the MC in the pro-
posed approach considers all requests received before
starting the charging tour. Moreover, charging is per-
formed without preemption, i.e., any request that may
arrive during the charging tour will not be served un-
til the next round. This is for the sake of fairness and
to avoid penalizing some waiting nodes upon the recep-
tion of new requests that better meet optimal criteria.
These facts justify the need for an online path planning
mechanism that seeks to optimize the charging of the
requesting nodes within each round, while adapting to
the dynamic nature of the charging requests.



The planned path is intended to ensure the MC ability
to serve all requesting nodes before their battery deple-
tion. In addition, it must optimize the energy expen-
diture related to charger movement and charging en-
ergy. To this purpose, we propose a design that takes
benefit from MWC power transfer through computing
a charging path with the minimum number of stopping
points. The advantage of minimizing of the number of
stop locations in the charging path is twofold. First, it
allows maximizing the number of nodes that are simul-
taneously charged at each stop. This reduces the overall
amount of energy spent by the mobile charger to charge
all the requesting nodes. Second, it helps reduce the
length of the charging path, as well as the energy and
time needed to stop and resume movement. This con-
tributes to limiting the delays consumed by the mobile
charger to serve the requesting nodes, and reduces the
energy expenditure associated with the MC mobility.

Once the charging path is calculated, the MC starts
visiting requesting nodes and charging their energy sup-
plies, following the computed schedule. Meanwhile,
It continues receiving possible charging requests from
other nodes in the network. Upon finishing the current
tour, the mobile charger begins a new charging round if
its queue contains new requests with at least one being
below the waiting threshold.

5. Threshold-based Tour Launching (TTL)

As emphasized earlier, the proposed charging solu-
tion seeks to collect as many requests as possible, so as
to group them in the upcoming charging tour. For this,
the mobile charger needs a mechanism to decide about
the time to launch a new charging tour. The choice of
a suitable time for tour launching represents an impor-
tant design challenge that considerably affects the so-
lution performance in terms of charging delays and en-
ergy consumption. If the charging tours are carried out
frequently, the service delay experienced by the request-
ing nodes is reduced. However, a low number of nodes
would be served in each tour and this reduces the possi-
bility for the MC to find subsets of requesting nodes that
can be charged simultaneously via MWC. As a result,
the mobile charger efficiency in terms of traveling and
charging energy consumption is expected to be rather
low. On the other hand, prolonging the waiting time, so
as to serve a higher number of nodes in each charging
tour, leads to a higher energy consumption efficiency
due to simultaneous charging and traveling path opti-
mization, but it increases the service delay, which may
result in node’s failures due to battery exhaustion. Thus,
the decision mechanism by which the MC chooses the

launching time of subsequent charging tours needs to
balance the energy consumed by the MC and the time
spent to charge requesting nodes.

A simple but efficient strategy for such decision
mechanism is to rely on a characteristic value that may
reflect the state of requesting nodes or that of the mobile
charger’s queue. A new charging tour is launched when
this value reaches a predefined threshold. Depending
on the application requirements, the threshold defini-
tion can be either fixed or adaptive. For example, one
could use the MC’s waiting time since the reception of
the first request as a tour launching metric. In this case,
the MC may launch a new tour when this time reaches
a given threshold value, say 7. However, the use of
a fixed temporal threshold is not convenient in dynamic
WSNs, where the generation of charging requests varies
considerably with time and location. In fact, whenever
the time threshold is exceeded, the MC may undertake
a new charging tour even for a single requesting node.
This may lead to an unsatisfactory performance in terms
of energy consumption and traveling path planning.

To cope with this, our solution relies on an adap-
tive threshold that allows the mobile charger to moni-
tor the energy level of the requesting nodes battery. The
mechanism uses two energy thresholds, L. and L, with
L. < L, and the following procedure applies to each
WSN node. When the energy level of any of the nodes
falls below L., this node sends a request message to the
MC. When the battery level decreases below the second
threshold L., the node then issues an ALERT message,
indicating that it has reached a critical battery condi-
tion. The MC keeps collecting requests and starts a
new charging tour as soon as it receives the first ALERT
message, at which point all the nodes that have issued
a request are served (charged) by the MC using path
planning and multi-node charging for each stop loca-
tion. The use of these two thresholds allows the mobile
charger to prolong the request collection phase in an at-
tempt to maximize the benefit of MWC power transfer,
without neglecting the time needed to serve requesting
nodes before their battery depletion. Hence, scheduling
charging tours based on battery criticality threshold will
help the MC to adapt its charging strategy to the vary-
ing rates of charging requests. This tends to reduce en-
ergy consumption, while preventing node’s failures due
to long charging delays.

6. Minimum-Stop Path Planning

The path planning phase is executed each time the
mobile charger decides to launch a new charging tour.



Its objective is to schedule a charging strategy that al-
lows the MC to recharge the set of nodes from which
a request was received before tour launching. Specifi-
cally, the goal is to find optimal stop locations and the
corresponding stop durations that minimize the total en-
ergy consumed by the mobile charger. The energy op-
timization technique must take into account the objec-
tive of preserving a bounded charging delay in order to
prevent node’s failures due to battery depletion. For this
purpose, we formulate the path planning calculation as a
minimum stop planning (MSP) problem that computes
a charging path allowing to recharge requesting nodes
with a minimum number of stops. As emphasized ear-
lier, minimizing the number of stops is expected to max-
imize the number of nodes that are charged simultane-
ously using MWC power transfer. This allows decreas-
ing the energy consumed in power transfer. Further-
more, planning a charging path with a reduced num-
ber of stops helps decrease the distance traveled by the
mobile charger, which also reduces the traveling energy
and limits the charging delays.

6.1. Problem Formulation

The MSP problem is formulated as follows. Let N
be the set of n requesting nodes from which a charg-
ing request was received by the MC at the time when
a decision is made to launch a new charging tour., i.e.,
IN| = n. Each node, i, has a power reception disk,
D;. The latter is defined as the set of possible locations
where a mobile charger can stop by and charge the node.
D, is centered at the node ¢ position with a radius equal
to the maximum energy transfer distance of the mobile
charger, denoted by, r.. We consider all potential stop
regions, R, from where the mobile charger can simul-
taneously charge a different set of nodes. To clarify the
concept of stop regions, let us consider the example in
Fig. [T] that illustrates a scenario of three nodes repre-
sented by their respective power reception disks. De-
pending on the location of each node, its power recep-
tion disk may (or may not) intersect with other node’s
power reception disks. For example, the power recep-
tion disks of nodes 1 and 2 intersect, thus the resulting
stop regions for these nodes are R;,R9 and R3. Ry and
R3 are the regions from where the mobile charger can
charge either node 1 or 2, while R, is the region where
both nodes can be charged simultaneously. For node 3,
only one region R4 can be defined and it is equivalent
to its power reception disk. This is because the latter
does not intersect with any other region in the network.
Generally speaking, each region R; is either resulting
from the intersection of several node’s power reception
disks, or equals an entire node’s power reception disk if

this latter does not intersect with any other region. In
our model, each geometric region R; is associated with
the set of nodes that can be charged from that region,
say, ;. This is defined as,

Nj = [JLilR; 0 Di # 0} (1)

i=1

Obviously, the union of all regions’ representative
sets ./\/] is equal to the set of nodes in the network, i.e.,

m
N = U J\/'j, where m is the number of regions.
j=1
Sinz:e the number of nodes that can be charged from
a given region, R, is unrelated to the MC position (pro-
vided it is inside the region), the region’s centroid (s;)
is chosen to be the stop location of the mobile charger
when R; belongs to the charging path. For the ease of
presentation, the terms stop region and stop location are
used interchangeably.
Given the calculated sets /\/'j, jel,---,m,of possi-
ble stop regions, we define an n x m matrix, A = [a;;],
as follows:

@)

0 otherwise .

{1 if node i € A
iy —

Minimizing the number of stop locations that allows to
recharge the n requesting nodes is equivalent to solving
the following optimization problem:

min Y x; 3)
j=1

m
subject to Zaijmj >1
Jj=1

x; € {Ovl}a

Vie{l,---,n}

where z; is a binary decision variable that is equal to 1
if region I?; belongs to the minimum stop path, and to
0 otherwise. Also, the n inequality constraints ensures
that every node must belong to at least one stop region
in the minimum stop path. is a Binary Integer Lin-
ear Programming (BILP) problem, which is known to
be NP-hard. In the next section, this problem is solved
through a simple heuristic allowing to find a charging
path with a small number of stop locations.

6.2. MSP algorithm for Path Planning

Finding the optimal solution by solving the BILP de-
fined in is NP-hard, and thus it cannot be achieved
with an acceptable computing time for a high number



Figure 1: Illustrative example of stop regions.

of requesting nodes. In on-demand charging scenarios,
the mobile charger needs to perform the path planning
phase frequently and cannot afford costly and complex
computations. To deal with this problem, we propose
a Minimum Stop Planning (MSP) algorithm. The ob-
jective is to compute a charging path with a small num-
ber of stop locations, using low complexity mechanisms
that scale well with an increasing number of requesting
nodes.

The main idea is to transform the MSP problem into
a clique partitioning problem, and to take advantage of
a simple but efficient heuristic to find a reduced number
of stop locations in the charging path. The problem is
reformulated as follows. Let G(V, F) be the undirected
graph where each node in the network is represented by
a vertex in the set V. An edge between two vertices
is activated iff the power reception disks of the corre-
sponding nodes intersect. The clique partition problem
applied to G(V, E) consists in finding the minimal num-
ber of cliques that partition the graph, where each clique
represents a subset of V' such that every two vertices in
this subset are connected by an edge. Although also this
clique partitioning is NP-hard, in the literature there ex-
ist several heuristics that achieve a near-optimal result
in polynomial time. In the proposed algorithm, we use
the popular heuristic proposed by Tseng et al. in [26]
(see Appendix A).

The intuition behind partitioning graph G into a num-
ber of cliques is that when a set of nodes forms a clique,
it is highly probable that a single intersection region ex-
ists between their power reception disks. Thus, the al-
gorithm considers this region as stop region from where
the mobile charger can charge all the nodes in the clique.
As a result, finding a minimum number of stop loca-
tions where the mobile charger can stop and charge all
requesting nodes is equivalent to computing a minimum
number of cliques. However, it is possible that a set of
nodes form a clique but their power reception disks do
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Figure 2: An example of a 4-nodes clique. (a) No common intersection region
exist for all nodes. (b) Two stop regions are identified after isolating node 4.

not intersect in a single common region. Fig. 2(a)] il-
lustrates an example of four nodes represented by their
power reception disks. Following the proposed model,
these nodes form a clique, but no common intersection
region exist between their power reception disks. When
such a special case is met, MSP proceeds iteratively to
find a minimal set of stop regions from which the nodes
of this clique can be charged. It starts by isolating a
single node from the clique and checks if the resulting
new clique has a common intersection region. If this
is the case, the algorithm considers two stop regions;
namely, the intersection region of the new clique and the
power reception disk of the isolated node. Otherwise, if
no common intersection is found in the new clique, the
algorithm proceeds to the next iteration by isolating a
higher number of nodes. Fig. shows that by iso-
lating node 4 from the clique, a common intersection
region can be found for the remaining nodes (dark blue
region on the left). The algorithm considers, for this
case, two stop regions (colored regions).

The minimum stop path produced by the algorithm is
defined by the set II, that includes all stop regions re-
lated to each clique of the graph G. Upon obtaining II,
the MSP algorithm computes the best path allowing the
MC to travel around the calculated stop positions in or-
der to charge all nodes. For this, we apply a Polynomial
Time Approximation Scheme (PTAS) for the Traveling
Salesman Problem (TSP) on the set II. The aim is to
obtain a minimum-length charging path that includes all



the calculated stop positions.

Finally, the last step of the MSP algorithm consists in
calculating the stop durations so that the MC can fully
charge the nodes within each stop region. This duration,
which is calculated upon the MC arrival to each stop
location, depends on the nodes’ battery levels and on
the distance of these nodes from the stop location. It is
calculated as follows.

Let s; be one of the stop locations in the calculated
charging path. The MC simultaneously charges all the
nodes that are reached by its charging radius. The re-
ceived power p;(s;) by a sensor node ¢ located at a dis-
tance d; ; from this stopping point is:

pi(s;) = p(di;)pe, )
where p, denotes MC’s transmission power for wire-
less recharging, and j(d; ;) reflects the efficiency of
the wireless energy transfer operation using MWC. The
value of this efficiency is always smaller than 1 and
polynomially decreases with the distance separating the
charging node and the mobile charger [10]. To fully
charge a node battery of capacity o;, the received power
at this node needs to be accumulated during a charging
time, ¢;(s;), such thatﬂ

®)

( J ) D ( Sj)

Since the mobile charger needs to charge all the nodes
covered by the current stop point before moving to the
next one, the stop duration, t(sj), of the mobile charger
is:

t(s;) = max(t;(s;)). (6)

1EN;

Algorithm [I] summarizes the main steps of the
proposed On-demand Multi-node Charging (OMC)
scheme including the the collection of charging re-
quests, threshold-based tour launching (TTL), and
minimum stop path planning (MSP).

7. OMC Algorithm Analysis

In the following, we analyze the computation com-
plexity of the OMC algorithm and demonstrate that it
runs in polynomial time with respect to the number of

IA linear model is assumed for the charging time, i.e., non-
linearities in the charging process are neglected in this study.
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Algorithm 1 On-demand Multi-node Charging (OMC).

1: threshold = FALSE
2. while NOT threshold do
3 Receive msg from nodes in set A" = {i(w;,y;)}, 1 = {1,..,n}

4 if msg == ALERT then
5 threshold = TRUE
6: else

7 Add msg to queue

8 end if

9: end while

10 D=10

11: for i = 1 to length(queue) do

12: Compute D; of node i(z;, y;)

13: D=DUD,;

14: end for

15: Calculate graph G(V, E) given D

16: Find minimum number A of cliques in G(V,E) using the heuristic of Tseng
et al in appendix

17 =0

18: for every clique C;, j = 1to A do

19: Find the set S; of k stop regions using iterative routine, k > 1

20: n=1us;

21: end for

22: TI’ = ordered set by applying TSP PTAS on IT

23: for each s in IT’ do

24: Goto s

25: Calculate the stop duration ¢(s) using Egs. —@
26: Charge neighboring nodes for ¢(s) seconds

27: end for

requesting nodes. In addition, we show through simula-
tion experiments that the used heuristics for clique par-
titioning makes it possible to deal with the NP-hardness
of the optimal BILP solution, while keeping the number
of stop locations close to the minimum.

7.1. Computation Time complexity

To calculate the computation time complexity of
OMC (Algorithm m), we assume the worst case where
the mobile charger receives the first ALERT message
after all the nodes have sent a charging request. Thus,
the number of requests received at the mobile charger
will be equal to the total number of nodes n. In such sit-
uation, the MC starts by executing the first block (lines
1 —9) that consists in verifying wether the received re-
quest is an ALERT message or not. This implies a com-
plexity of O(n). In the second step (lines 10 — 15),
the MC calculates the power reception disk for each re-
questing node and constructs the graph G(V, E) based
on the intersection of each disk with the others. Given n
power reception disks, mutual intersection verifications
can be done in n(n — 1)/2 steps with a complexity of
O(n?).

Concerning the complexity of the clique partition-
ing heuristic (line 16), we also consider the worst case
where the graph resulting from the second step is com-
plete and contains n(n — 1)/2 edges. The result of the
heuristic will be then one clique. For this case, and
following the steps detailed in the Appendix, the mo-
bile charger starts by searching in n(n — 1)/2 edges



the one with the vertices having the maximum num-
ber of common neighbors. When found, the corre-
sponding two vertices will be combined into one vertex,
and the resulting graph will contain n — 1 vertices and
(n — 1)(n — 2)/2 edges. Following a similar rationale,
the computations in the " iteration will entail a com-
plexity of (n — i + 1)(n — 4)/2, which represents the
number of edges in that iteration. Since the algorithm
ends when the graph contains no edges (i.e., ¢ = n), the
total number of iterations is n. Consequently, the over-
all complexity of the clique partitioning heuristic is ob-
tained by summing the computation complexity along
the n iterations:

= 0(n?).

Z (n—1i +21)(n —1) o

i=1

The forth step (lines 17 — 21) is only executed if the

resulting clique, which in our case has n vertices, does
not have a common intersection region for all the nodes’
reception disks. In this case, the routine starts searching
for two stop regions instead of one, by choosing one
node and isolating it. This will take a maximum of n
iterations. If the two stop regions are not found, the MC
iteratively chooses two nodes and isolates them, and so
on. The heuristic terminates when finding two intersect-
ing regions or by isolating n — 1 nodes in one iteration.
Hence, the maximum number of computations for this
step is O(n?). Finally, once the stopping regions are
obtained, a quasilinear heuristic for Euclidean TSP in
R? is used to compute the shortest path that covers all
the stop regions. It has been shown in [27] that such a
scheme has a complexity of O(n(log(n))®(*)) with an
approximation ratio of 1+ 1/c. In our algorithm, we set
c=2.
As a result, we conclude that the computing time com-
plexity of OMC is dominated by the clique partitioning
heuristic, which leads to a polynomial time complexity
of O(n?) for the whole algorithm.

7.2. Clique Partitioning Heuristic: Approximation Ra-
tio

The polynomial time complexity of our charging
algorithm has been essentially achieved by using a
clique partitioning heuristic that allows overcoming the
NP-hardness when calculating the minimum number of
stop locations within a BILP formulation. In order to
show that the enhancement in the computation complex-
ity preserves a good approximation ratio to the optimal
number of stop locations, we performed simulation ex-
periments to compare, for different numbers of request-
ing nodes, the number of stop locations found by an op-
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Figure 3: Approximation of clique partition heuristic.

timal BILP solver and by the adopted clique partition-
ing heuristic. As shown in Fig.[3] the ratio between the
heuristic and the optimal solutions remains within the
interval [1.33,1.38]. For example, with 1,000 request-
ing nodes, the optimal number of stop locations is 173,
while the clique partitioning heuristic resulted in 238
stops, i.e., in an approximation ratio of 1.37.

8. Performance Evaluation

The performance evaluation is conducted in two
stages. First, the proposed strategy is simulated in of-
fline scenarios, where each experiment considers a fixed
number of requesting nodes for which a charging tour
is planned and executed. The objective is to evaluate
the effectiveness of minimum stop planning (MSP) ne-
glecting the dynamics of charging request arrivals. In
the second stage, the entire OMC scheme (including
TTL) is evaluated in on-demand scenarios, and its per-
formance is compared to a popular solution from the
literature.

8.1. Performance of MSP in Offline Scenarios

Offline mobile charger scheduling has been largely
dealt with in the literature, and many solutions based
on MWC have been proposed. However, some of them,
due to their assumptions such as static flow routing and
nodes’ fixed transmission rates, are limited to a spe-
cific application context [4]. The most related and re-
cent work that can be compared to our solution in an
offline scenario is the one by Fu et al. [6], which we
call hereafter Minimum Charging Time (MCT). Simi-
larly to our approach, MCT employs multi-node simul-
taneous charging and aims at optimizing the charging
path (stopping locations) without prior assumptions on
the network operations.



8.1.1. Simulation Settings

In offline scenarios, the mobile charger considers a
fixed number of nodes that need to be charged periodi-
cally. Hence, the performance in such case is unrelated
to the MC strategy for tour launching and solely de-
pends on the effectiveness of the path planning strategy
in terms of charging and traveling energy drained by the
MC.

To evaluate the performance of the proposed mini-
mum stop planning (MSP) algorithm, a set of nodes
with different battery capacities (o; € [25,50] J) is
considered. The energy consumed in charging opera-
tions is computed using the experimental measurements
on the efficiency of simultaneous wireless energy trans-
fer [10]. By undertaking a curve fitting on these ex-
periment results, the equation that computes the en-
ergy efficiency transfer ;(d) as a function of the dis-
tance between the mobile charger and charged node
is: u(d) = —0.0958d% — 0.0377d + 1.0. Assuming
pt = 5 W (MC transmission power), and a minimum
received power threshold allowing a sensor node to be
charged of pyin = 1 W. The maximum charging range
for the mobile charger following the previous equation
would be, 7. = 2.7 m. Furthermore, to reflect mobil-
ity in a realistic environment, the motion characteristics
of the Pioneer 3DX robot are considered for the mobile
charger MC [28]]. Hence, to travel from a charging point
to another, the MC increases its traveling speed with an
acceleration of a = 0.3 m/s?. If the maximum veloc-
ity vmax = 2 m/s is reached, the MC keeps traveling
with this constant speed before decelerating to stop at
the destination. To measure the energy consumed by
the MC for traveling along the charging path, we use
the study presented in [29] on the Pioneer 3DX robot.
There, it has been experimentally shown that the trav-
eling power consumption varies linearly with the robot
speed following the equation: piravel = 7.4v+0.29. Fi-
nally, in the following graphs, 95% confidence intervals
are shown as vertical lines around the plotted average
points.

8.1.2. Results for Low and Medium Scale Networks

In the following, the performance of MSP is com-
pared against MCT [6] by varying the network size from
10 to 100 nodes. For each simulation scenario, the
nodes are randomly deployed within a square area of
25 x 25 m2.
Fig.[d] shows the number of stop locations on the charg-
ing paths for MSP and MCT. As shown, the number of
stop locations with MSP increases very slowly with the
number of nodes. It remains low compared to the num-
ber of charged nodes in the network (25 stops for 100
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nodes). In contrast, the number of stops in MCT in-
creases linearly but much faster than MSP and reaches
high values for higher number of charged nodes. In fact,
since MCT only focuses on optimizing the charging en-
ergy, the mobile charger tends to visit each node individ-
ually to perform the charging operations from shorter
distances. This explains the high number of stops in
MCT. In MSP, minimizing the number of stop points
makes it possible to optimize the charging energy, but
in a different way. In fact, rather than minimizing the
charging energy by enhancing the efficiency of energy
transfer, MSP tends to maximize the number of nodes
that can be charged simultaneously in order to reap the
full benefits of simultaneous multi-node charging tech-
nology. This is shown in Fig. [5] where MSP is shown
to consume more energy for charging the nodes, but the
measured values stay relatively close to MCT that con-
sumes a near-optimal charging energy, as demonstrated
in [6]. Moreover, the plots show a similar rise shape
for an increasing number of nodes, and it is worth not-
ing that the difference between MCT and MSP in this
figure is smaller than that in the previous one.

From Fig [6] we see that MSP considerably reduces
the traveling energy vs MCT. This is due to the low
number of stops of MSP, which helps reduce the length
of charging paths and, in turn, the energy expenditure
for traveling. Also, minimizing the number of nodes
in the charging path optimizes the motion of the MC,
which then drains less energy (note that a higher num-
ber of stops entails a higher energy consumption for the
MC due to repeated accelerations and decelerations, and
high dynamics in traveling speed).

Fig. [/] illustrates the total energy consumed by the
mobile charger for both charging nodes and traveling
around the path. We remark that for a relatively low
number of nodes (n < 20), the two schemes con-
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sume almost the same amount of energy. However,

this amount becomes higher as the number of nodes in-
creases. This is explained by the fact that the optimiza-
tion on charging energy in MCT cannot compensate for
the high traveling energy expenditure due to charging a
high number of nodes. Consequently, we conclude that
for large-scale networks, and when using simultaneous
multi-node recharging, the total energy expenditure of
the mobile charger is more impacted by the traveling
energy than by the charging one, and that our technique
effectively tackles this fact.

The scalability of a wireless recharging scheme for
an increasing number of nodes should not only be mea-
sured in terms of its energy efficiency. It is important
to also consider the complexity entailed in the computa-
tion of charging path and stop durations. The entity re-
sponsible for these calculations in rechargeable WSNs
is the MC. Although the latter is assumed to be more
powerful in terms of computing and memory capacity
compared to the sensor nodes, the computing overhead
of the charging path and stop durations needs to remain
acceptable to make the solution practical. In Fig. [§] the
time to compute the charging path and stop durations
is shown. The experiments are performed on a desktop
computer with an Intel Core i3 CPU and 4 GB of RAM,
running Windows8. As it can be noted, MCT is very
demanding in terms of computing time. For example,
calculating the charging path for 100 nodes takes longer
than 7,000 s, while the MSP calculation time did not
exceed 10 s. This considerable gap is due to the dif-
ference in the two approaches to compute the charging
path. MCT solves a linear programming optimization
problem where the number of variables increases expo-
nentially with the number of nodes. Instead, MSP uses a
low-complexity heuristics that scales with the problem
size.
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8.1.3. Results for Large-Scale Networks

To better demonstrate the scalability of MSP in large-
scale networks, we vary the number of charged nodes
from 100 to 1,000. The nodes are randomly deployed
in a square area of 100 x 100 m2. Due to the high com-
plexity of MCT, we were unable to execute it within an
acceptable computing time. As shown in Fig.[9] the to-
tal energy consumption of MSP increases smoothly as
the number of charged nodes increases, which demon-
strates the good scalability of our scheme in large-scale
sensor networks.

8.2. Solution Performance in On-Demand Scenarios
8.2.1. Simulation Settings

Next, the performance of the entire OMC charging al-
gorithm is studied in the context of on-demand charging
scenarios. Each experiments considers a WSN with a
different number of nodes that varies from 50 to 500. To
emulate a sensible energy consumption model, we sim-
ulate an event-based sensing application where events
are periodically generated and detected by a random
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subset of sensors. Energy is consumed as a result of
communication and sensing operations. The number of
nodes participating in the event detection and reporting
is proportional to the total number of nodes in the WSN.
This allows us to study the scalability of OMC with re-
spect to a higher charging request load and an increas-
ing network size. The energy consumption models for
motion and energy consumption are the same as those
considered in the offline scenario.

Since none of the existing on-demand charging so-
lutions uses multi-node simultaneous power transfer,
the proposed scheme is compared against a popular ap-
proach and our own variation of it. The two schemes
are: 1) Nearest Job Next with Preemption (NJNP) [9], ii)
a modified version of NJNP, with added MWC capabil-
ities (called MWC-NJNP). NJNP was shown to achieve
near optimal charging delays using point to point wire-
less power transfer. It prioritizes the requesting node
located at the nearest position from the MC. Moreover,
the MC is forced to preempt its motion towards the next
scheduled node if a new request from a closer node is
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received meanwhile. In MWC-NINP, the MC charges
all the requesting nodes within its power transmission
range upon arriving to the scheduled node. In the fol-
lowing, OMC, NJNP and MWC-NJNP are compared in
terms of energy consumption and ability to serve the re-
questing nodes within a bounded delay. For this, we
define a new metric that measures the total failure time
due to battery exhaustion. We believe that this metric
better reflects the service quality of on-demand charging
techniques (see our discussion in Sec. [3.2) than the tra-
ditionally adopted average charging delay. Energy and
delay metrics are measured for a simulation duration of
500 seconds.

8.2.2. Results and Discussion

Fig.[I0]depicts the total energy consumption, includ-
ing charging and traveling energy, for the three strate-
gies. This figure shows that MWC-NJNP enhances
the MC’s performance in terms of energy consump-
tion. This is mainly due to the reduction in charging en-
ergy obtained through MWC, while NJNP charges each
node individually, even when requesting nodes are close
enough to be simultaneously charged. The figure clearly
shows that OMC outperforms, not only NJNP, but also
MWC-NIJNP. This is explained as follows:

e In MWC-NJNP, the mobile charger starts charg-
ing as soon as the first request is received (in or-
der to reduce as much as possible the charging de-
lay). This lowers the number of requesting nodes
to be charged in the MC’s queue and makes it dif-
ficult to group them into subsets to take advantage
of simultaneous charging. On the other hand, the
adoption of a request collection period, along with
threshold-based tour launching of OMC increases
the number of requesting nodes in the MC’s queue.
This provides more aggregation opportunities and
a better exploitation of MWC.

o In MWC-NJNP, the mobile charger tends to stop
by a location that is close to the next scheduled
node only. This prevents the MC from covering
other requesting nodes that could be simultane-
ously charged, and leads to additional traveling and
charging energy consumption. In OMC, the stop
positions computed through MSP allow the MC to
cover the maximum number of requesting nodes
within each stopping point. This plays an impor-
tant role in the optimization of charging and trav-
eling energies.

e The greedy approach of MWC-NINP forces the
MC to proceed with serving any request, even if
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the position of the nearest requesting node is rela-
tively far. This usually results in a “zigzag” move-
ment of the MC across the WSN, e.g., when receiv-
ing a new request from a node located in the vicin-
ity of its initial position. Conversely, the charging
tours in OMC make it possible to prevent these un-
desired back-and-forth movements and shorten the
total traveled distance.

Finally, we notice that the energy consumption of
OMC increases sublinearly with the network size and
the charging request load. This demonstrates the good
scalability of the proposed on-demand scheme in terms
of energy consumption.

Concerning the total failure time, we notice a con-
siderable improvement in OMC compared to NJNP and
MWC-NINP (Fig. [IT). The gap between OMC and
the other schemes becomes larger for higher number of
nodes. This confirms the fact that the objective of min-
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imizing charging delays, traditionally adopted in exist-
ing on-demand schemes, is practically inefficient. For
example, NJNP and MWC-NIJINP prioritize the near-
est requesting nodes in order to optimize the overall
charging delay. Consequently, all requesting nodes that
are located in the MC'’s vicinity will see their requests
served in a short time, even if they do not need such a
prompt recharge. This entails that farther nodes will be
penalized by waiting longer times, which causes their
failure due to battery exhaustion. The TTL mechanism
of OMC forces the mobile charger to proceed in a new
charging tour as soon as one of the requesting nodes
sends an ALERT message, without considering new re-
quests. This guarantees a bounded charging delay for all
requesting nodes and avoids battery depletion failures.

8.3. Design Choice for TTL Thresholds

The practical design of OMC relies on a TTL mech-
anism that uses the nodes’ energy level thresholds L,
and L. to trigger charging requests and ALERT mes-
sages. These thresholds influence the behavior of the
mobile charger and of the requesting nodes, and their
choice considerably impacts the solution performance.
However, L. has a more important role as compared to
L,, since it determines when the MC stops collecting
requests and starts a new charging tour. Consequently,
a judicious approach that we adopt consists in fixing the
value of the charging request threshold L,, and empir-
ically choosing a suitable L., so as to obtain a suitable
tradeoff between competing performance objectives.
The empirical calculation of L, for a given network sce-
nario can be attained through numerical simulation. For
example, Fig. [I2] shows simulation results for a sensor
network of 50 nodes. L, is fixed to 30% (expressed
as a percentage of the battery capacity) and L. is var-
ied from 10% to 26%. The performance of OMC is
then measured in terms of MC’s average energy drain-
ing rate (EDR) per unit of time, and average node failure
probability (NFP). As expected, EDR decreases with an
increasing L. In fact, L. << L, means that we allow
for collection of a high number of requests before start-
ing a new charging tour. When a new tour is launched,
we then have an opportunity of aggregating more nodes,
thus increasing the charging efficiency (or equivalently
decreasing EDR). The tours, on the other hand, will tend
to start late because of a longer request collection pe-
riod. Also, they will last longer as a large number of
nodes is to be charged, implying the visit of many lo-
cations. This has the impact of increasing NFP, since
requesting nodes have a long time to wait before be-
ing served. As L. increases and gets closer to L,, the
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Figure 12: L. variation impact on EDR and NFP.

number of collected requests decreases too, which im-
plies the following facts: 1) the tours will take a shorter
amount of time (NFP decreases) and 2) a smaller num-
ber of nodes will be charged within each tour, resulting
in fewer aggregation opportunities (EDR increases).
One sensible way to pick the L. value that optimizes
both EDR and NFP consists in using multi-objective op-
timization approaches [30]]. For this, we apply curve
fitting to the simulation results in order to derive the
functions expressing EDR and NFP in terms of L.. As
shown in Fig. the resulting curves are linear, since
EDR(L(’) = a1L.+by,and NFP(L() = as L.+bs, with
a1 = 0.066, by = 0.020, as = —3.636 and by = 0.981.
Minimizing EDR and NFP simultaneously implies their
combination in an objective function to be minimized
considering a weight factor w > 0. The latter encodes
the designer’s preference for one of the metrics. As an
example of suitable objective functions, we adopt the
quadratic sum formula used in the least square opti-
mization method, as follows: f = (EDR)? + w(NFP)2.
Here, the designer may choose w > 1 if NFP metric
is preferred. Otherwise w needs to be less than 1, if a
preference is accorded to EDR.

As a result, the optimal L. value is the one that mini-
mizes the objective function f :

a1y bl + wagbg

T T w(a)?

®)

9. Conclusions

Scheduling of a mobile charger that performs wire-
less charging of sensor nodes has been considered in this
paper, exploiting multi-node power transfer and devis-
ing a new scheme for on-demand scenarios. Our tech-
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nique is based on grouping the charging requests and ap-
propriately launching and planning the charging tours.
For the tour launching, threshold-based tour launching
(TTL) has been proposed, whereas for the tours, a new
path planning strategy has been presented, based on
minimizing the number of stopping points. Compared
to previous on-demand solutions, the proposed tech-
nique postpones the launching of the tours in an attempt
to maximize aggregation opportunities for requesting
nodes, for their simultaneous charge. We numerically
found that this has a very positive impact on energy effi-
ciency and reduces failures due to battery depletion. As
a drawback, the waiting time increases slightly, but this
can be well tolerated as long as the nodes receive energy
before their batteries drain out of energy. A new per-
formance metric is defined to clarify this aspect. At the
tour planning level of the proposed strategy, a new mod-
eling approach is used. It leverages simultaneous energy
transfer to multiple nodes by maximizing the number of
sensors that are charged at each stop. As the problem
is NP-hard, we model it through a clique partitioning
approach, which is solved through lightweight heuris-
tics. The resulting charging algorithm is shown to run
in a cubic time complexity with respect to network size,
while ensuring a good approximation to the minimum
number of stops.

The proposed scheme has been evaluated by exten-
sive simulations in offline and on-demand scenarios,
and its different parts have been compared to relevant
solutions from the literature. Simulation results show
that the proposed path planning strategy reduces the
number of stops in the charging tours and the energy
consumed by the mobile charger, while also being com-
putationally efficient. The results in the on-demand sce-
nario demonstrate the effectiveness of the path construc-
tion strategy, TTL, and multi-node charging, in reduc-
ing node failures, as well as the total energy consumed
by the mobile charger. Clear improvements against
state-of-the-art solutions have been demonstrated.
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neighbor of an edge if it is connected with both
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- Tie-breaking: select p and ¢ such that the sum of
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- If the graph has no edges, then Stop.

2. Cluster p and q into a clique.

3. Delete edges from p and ¢ that are not connected
with their common neighbors.

4. Combine p and g in the original graph and call it 7.
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. If vertex r is isolated, Goto 1.

- Else pick an edge s which includes r as a vertex
and which has the maximum number of common
neighbors.

. Rename r and s as p and q.

. Goto 3.
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