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Abstract 

The integration of Autonomous Vehicles (AVs) into modern systems of transportation brings with it a new and transformative era. 

Central to the successful realisation of this transformation is the public’s trust in these vehicles and their safety, particularly in the 

aftermath of cyber security breaches. The following research therefore explores the various factors underpinning this trust in the 

context of cyber security incidents. A dual-methodological approach was used in the study. Quantitative data was gathered from 

structured questionnaires distributed to and completed by a cohort of 151 participants and qualitative data, from comprehensive 

semi-structured interviews with AV technology and cyber security experts. Rigorous Structural Equation Modelling of the 

quantitative data then allowed for the identification of the key factors influencing public trust from the standpoint of the research 

participants including the perceived safety of AV technology, the severity of cyber security incidents, the historic cyber security 

track record of companies and the frequency of successful cyber security breaches. The role of government regulations, though also 

influential, emerged as less so. The qualitative data, processed via thematic analysis, resonated with the findings from the 

quantitative data. This highlighted the importance of perceived safety, incident severity, regulatory frameworks and corporate 

legacy in shaping public trust. Whilst cyber incidents no doubt erode trust in AVs, a combination of technological perception, 

regulatory scaffolding and corporate history critically impacts this. These insights are instrumental for stakeholders, from 

policymakers to AV manufacturers, in charting the course of AV assimilation successfully in future. 
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1. Introduction 

Autonomous vehicles (AVs), once a concept confined to 

science fiction, is becoming a tangible reality, promising to 

redefine transportation by addressing challenges like reducing 

road accidents and optimising traffic flows. However, inte-

grating AVs into our daily lives presents challenges beyond 

technological readiness. The increasing complexity of AV 

systems introduces potential vulnerabilities, especially in 

cybersecurity. Recent incidents have shown that cybersecurity 

breaches can have dire consequences, ranging from data theft 

to potential physical harm, profoundly eroding public Trust in 

this emerging technology. 

It is imperative to understand the determinants of this Trust, 

especially in the post-cyber breach scenario. The increasing 

sophistication of cyber threats, coupled with the potentially 

catastrophic consequences of a successful attack on AV sys-

tems, underscores the urgency of this issue. Without a deep 
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understanding of how cybersecurity incidents influence pub-

lic Trust in AVs, stakeholders might face substantial barriers 

to accepting and adopting these technologies. 

This research embarks on a journey to explore these de-

terminants, aiming to offer insights that can guide policy-

makers, manufacturers, and other stakeholders in reinforcing 

the trustworthiness of AVs. By intertwining the potential of 

AVs with the challenges they face, especially concerning 

cybersecurity, this introduction sets the stage for a compre-

hensive exploration of public trust dynamics. The study uti-

lises a mixed-methods approach, combining quantitative 

surveys with qualitative semi-structured interviews. However, 

it is worth noting that the rapidly evolving nature of AV and 

cybersecurity technology may render some findings less rel-

evant over time. 

2. Background on AV 

2.1. AVs Technologies 

The advent of autonomous vehicles (AVs) represents a 

substantial transformation in transportation technology, po-

tentially reshaping the urban landscape and the very nature of 

personal mobility [2]. As these self-driving machines inte-

grate advanced technologies like Artificial Intelligence (AI), 

machine learning, the Internet of Things (IoT), and big data 

analytics, they gain the capacity to understand and react to 

dynamic environments, navigate traffic, and make complex 

decisions autonomously [3]. 

The benefits of AVs are substantial. They promise in-

creased efficiency in transportation, reduced traffic conges-

tion, and minimised human-induced accidents, given that 

human error is a significant factor in many road accidents. 

Furthermore, AVs offer enhanced comfort and convenience, 

potentially providing mobility solutions for those unable to 

drive, such as the elderly or disabled. 

Autonomous vehicles (AVs), often called self-driving or 

driverless cars, represent a significant advancement in trans-

portation technology. These cars are capable of sensing their 

surroundings and operating without human intervention. Un-

like traditional cars, autonomous vehicles do not require a 

human driver to take control or even be present. Studies show 

they can navigate any route and perform tasks an experienced 

human driver does [4]. 

 

Figure 1. The Technologies deployed in Autonomous Vehicles [5]. 

AVs are designed to operate using an integrated system of 

sensors, cameras, radars, artificial intelligence (AI), and ma-

chine learning algorithms. These vehicles can perceive their 

environment, light detection and ranging (LIDAR), lane con-

trol, object or Collision Avoidance System (CAS), recognise 

objects, interpret sensory information, and execute naviga-

tional decisions, making them a pivotal element in the concept 

of smart cities [5] as shown in figure 1. 
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The level of autonomy in these vehicles can vary, as cate-

gorised by the Society of Automotive Engineers (SAE), into 

six levels, from Level 0 (no automation) to Level 5 (full au-

tomation), as depicted in Figure 2 as stated in the article [9]. 

As of this writing, most commercially available AVs are at 

Level 2 or 3, offering partial automation with some level of 

human intervention required. However, numerous companies 

are testing Level 4 and Level 5 vehicles, which can perform 

all driving tasks under certain (Level 4) or all (Level 5) con-

ditions, with no human input [7]. 

The promise of Avs lies in their potential to revolutionise 

the transportation landscape. Reducing human error, which 

accounts for a significant percentage of road accidents, hopes 

to enhance road safety. They can also increase fuel efficiency, 

alleviate traffic congestion, and offer unprecedented mobility 

options for individuals unable to drive. However, AVs' 

widespread deployment and societal acceptance are contin-

gent on various factors, including their performance, afford-

ability, legal and regulatory issues, and public Trust [8]. This 

latter aspect, especially in the context of cyber security inci-

dents, forms the focus of this research. 

 
Figure 2. SAE J3016 Levels of Driving Automation [9]. 

2.2. AVs Cyber Security 

However, as with any complex technology, deploying AVs 

introduces many challenges and concerns. Cyber security is a 

particularly crucial issue, given the heavy reliance of AVs on 

software, sensors, and connectivity for their operation, as 

explained in references [10]. The integration of connected 

technology implies a susceptibility to cyber threats, poten-

tially resulting in severe consequences. These threats range 

from data breaches and privacy invasions to more severe 

implications like remote vehicle control or infrastructure 

manipulation, posing significant risks to personal Safety and 

broader public security. 

Cybersecurity incidents involving autonomous vehicles 

(AVs) sometimes highlight these threats' seriousness and 

legitimacy. One notable incident occurred in 2015 when a 

vulnerability in the FCA Uconnect system exposed Fiat 

Chrysler vehicles to hackers, resulting in a recall of over 1 

million cars, as mentioned in [10]. It is worth noting that this 

incident involved an internet-connected vehicle rather than an 

autonomous one. 

In January 2022, David Colombo, a 19-year-old hacker 

who aims to educate the public about hacking possibilities 

instead of deceiving them, investigated third-party applica-

tions used by Tesla. He could access and control 25 Tesla's 

cars across 13 countries. 

While Colombo could not physically drive or perform 

manoeuvres with them, he unlocked the cars and turned off 

their safety features. He even managed to play a Rick Astley 

song from YouTube through the car's audio systems. Addi-

tionally, he could start the engines, open windows, and adjust 

lighting settings – actions that could pose risks and distrac-

tions for drivers [11]. Colombo's ability to communicate in-

structions to the vehicles was rooted in a third-party applica-

tion called Tesla Mate, which many Tesla owners use. This 

application controls vehicle operations through Tesla's API. 

After Colombo made this information public, Tesla Mate 

released an update to prevent access. 

In 2019, the Tesla Model 3, the model at that time, experi-

enced a security breach within minutes. Ethical hackers named 

Amat Cama and Richard Zhu exploited a vulnerability in the 

'infotainment' system to access one of the vehicle's computing 

systems and execute their programming sequences [12]. 

In 2011, the Chevy Malibu was the first remote intrusion 

that attackers could gain control of. The hackers "manipulated 

the vehicle's radio using a Bluetooth stack weakness and 

inserted the malware codes by syncing their mobile phones 

with the radio". Once successfully inserted, the code sends 

messages to the car's ECU and locks the brakes [12]. 

These episodes bring the robustness of existing security 

measures under scrutiny, challenging their ability to protect 

AV systems against increasingly sophisticated and evolving 

cyber threats. 

2.3. Trust and Public Perception of AVs 

Public Trust is pivotal in accepting and adopting emerging 

technologies, such as AVs, that significantly influence per-

sonal Safety and lifestyle. Trust influences individual atti-

tudes toward technology and can shape policy decisions and 

market dynamics [13]. 

For AVs, public Trust is influenced by various factors, in-

cluding perceived Safety, reliability, the entity behind the 

technology (private company or government), Perceived 

usefulness, Perceived defects, perceived intelligence, per-

ceived risk of privacy safety, negative emotions, the effec-
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tiveness of regulatory oversight, and the frequency and se-

verity of harmful incidents, such as accidents or cyber security 

breaches [14]. Cybersecurity incidents have been found to 

impact perception, which can potentially erode Trust in au-

tonomous vehicles (AVs) and hinder their rate of adoption as 

stated in references [13]. 

3. Related Work 

3.1. Trust in Autonomous Technology 

The advent and expansion of autonomous technology, es-

pecially autonomous vehicles, has underscored the im-

portance of Trust as a prerequisite for their broad acceptance 

and adoption. Trust in technology is a multifaceted concept 

influenced by several factors, and it represents a pivotal 

challenge for autonomous systems, particularly in situations 

where they substitute human decision-making [15]. 

Trust, as defined by the researchers [16] is "the willingness 

of a party to be vulnerable to the actions of another party 

based on the expectation that the other will perform a partic-

ular action important to the trustor, irrespective of the ability 

to monitor or control that other party". In the realm of tech-

nology, one crucial aspect is the willingness of users to re-

linquish control and rely on the system to function correctly 

and safely. 

The authors in the research paper [17] proposed a trust 

model for automation that heavily focuses on performance. 

According to this model, initial Trust is influenced by im-

pressions, while the consistency of the system performance 

determines long-term Trust. As users witness system per-

formance, their Trust tends to increase. It decreases in re-

sponse to system failures. 

Several factors can influence the level of Trust in tech-

nologies. The reliability and performance of the system are 

among the factors that shape userTrust [17]. This refers to 

how consistently technology can carry out its functions. 

Perceived Safety and security also play a role in deter-

mining Trust. This encompasses Safety, privacy, and cyber 

security [18]. Any concerns regarding these areas can dimin-

ish Trust in autonomous technology. 

The level of transparency and understandability of the 

system's functioning can also shape users' Trust. Users who 

understand how the technology works and make decisions are 

more likely to trust it [19]. 

Personal experience and familiarity with the technology is 

another influential factor. Users who have had positive expe-

riences with autonomous technology are likely to trust it 

morethan those who have had negative experiences or no 

experience at all [20]. 

Social influence and societal acceptance can also impact 

individual trust levels in autonomous technology [21]. If 

technology is widely accepted and positively viewed by the 

public, individuals may be more inclined to trust it. 

In the context of autonomous vehicles, authors in reference 

[24] found Trust to be the most dominant factor in adopting 

AVs—similarly, personalisation parameters. Perceived intel-

ligence, Anthropomorphism, Likability perceived usefulness, 

perceived defects, perceived risks of traffic safety, perceived 

risk of privacy safety, negative emotions performance ex-

pectations, reliability, privacy and security (from hackers) are 

among the major factors that impact public Trust on Avs 

according to researchers [14]. 

However, recent research also shows that the level of Trust 

in AVs or AI-based cars increases and decreases with the 

nature and operations of the vehicle. Trust will be higher in 

partially automated technology, where human input and skills 

are also required to make a decision, than infully automated 

technology. It means that the level of trust changes with au-

tomation [22]. 

Reviewing these factors underlines Trust's complex and 

dynamic nature in autonomous technology. Trust is also 

worth noting that it is not always beneficial – excessive Trust 

can lead to over-reliance, while insufficient Trust can lead to 

under-utilisation of the technology. Therefore, achieving an 

appropriate level of Trust is key. 

3.2. The Impact of Cyber Security Incidents on 

Public Trust 

In recent years, the escalating cyber security threats have 

significantly influenced public Trust in many technologies, 

including autonomous vehicles. High-profile cyber security 

incidents, such as data breaches, cyberattacks, and the expo-

sure of system vulnerabilities, not only affect the targeted 

organisations but can also erode the public Trust in the related 

technologies, according to the research paper [23]. 

In the context of AVs, cyber security incidents can have a 

particularly profound impact due to the tangible, immediate 

safety risks involved. A study conducted by researchers [24] 

revealed that cybersecurity incidents can lead to a significant 

decrease in public Trust in autonomous technology. Such 

incidents amplify public fears about the potential misuse of 

AVs or unauthorised access to theirdata, leading to a signifi-

cant decline in their willingness to use such technology [25]. 

The role of regulations in preventing cyber security inci-

dents is also a critical factor affecting public Trust. The am-

plification of these incidents through media outlets can con-

tribute to lessening fear and increasingTrust, even if the actual 

probability of such incidents occurring is relatively high. 

On the other hand, companies' responses to cybersecurity 

incidents significantly influence public trust recovery. Re-

search by a reputable cyber security company, Varonis, found 

that transparent, prompt, and responsible handling of cyber 

security incidents can mitigate the loss of Trust to a certain 

extent [26]. This includes timely disclosure, taking responsi-

bility, ensuring affected individuals are not unduly disad-

vantaged, and implementing measures to prevent similar 

incidents. 

Furthermore, an individual's understanding of technology 
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can moderate the impact of cybersecurity incidents on Trust. 

For those with a low knowledge of technology, a single cy-

bersecurity incident can significantly decrease Trust. In con-

trast, highly understanding individuals are likely to maintain 

their trust level unless they perceive a pattern of consistent 

security failures [27]. 

In the end, cyber security incidents can harm public Trust in 

autonomous technology, especially when the media amplifies 

these incidents or companies respond poorly. The extent to 

which these incidents are perceived as severe and frequent, how 

companies handle them, and individuals' comprehension of the 

technology all play a role in determining the impact on Trust. 

However, apart from these factors, some elements affect public 

Trust in autonomous vehicles (AVs) following cyber security 

incidents, which we will discuss in the next section. 

3.3. Factors that Impact Public Trust on AVs 

Post Cyber Security Incident 

Autonomous vehicles (AVs) are an emerging technology 

that has the potential to transform transportation completely. 

However, there are concerns regarding the cybersecurity risks 

associated with AVs. If an AV gets hacked, it could be ex-

ploited to cause harm to individuals or damage property. As a 

result, there is a growing worry about Trust in AVs [28]. 

Although literature discusses the factors influencing Trust in 

AVs after cybersecurity incidents, empirical studies on this 

domain are lacking [24]. Numerous studies, news articles, and 

reports have indicated that government regulations, the severity 

and frequency of cybersecurity incidents, the past track record 

of companies involved, and the perceived safety level of AV 

technology all contribute to shaping Trust in these vehicles. 

For instance, according to research by the Pew Research 

Center, over 87% of Americans believe that government 

regulations should be implemented to ensure AV safety and 

that stringent testing adhering to standards should be con-

ducted compared to vehicles [29]. Another study highlighted 

that many Americans expressed concerns about hacking risks 

associated with AVs [2]. 

Regulation and government supervision play a role in es-

tablishing confidence in autonomous vehicles (AVs). Re-

search conducted by [28] highlights the significance of regu-

latory frameworks that govern safety standards, data protec-

tion measures and ethical considerations related to AVs. 

These studies demonstrate that defined policies can instilTrust 

in the public by showcasing governmental oversight, influ-

encing their confidence level. 

In another study [10] found that the severity of cybersecu-

rity incidents can significantly impact public Trust in AVs. 

Reports also found that people were more likely to trust AVs 

if they believed the technology was secure. 

The severity and the frequency of such incidents determine 

the impact of cyber security incidents on public Trust. Au-

thors [24] highlight that more severe incidents leading to 

significant data breaches, substantial economic loss, or even 

loss of life tend to result in more profound reductions in public 

Trust. On the other hand, the researchers in [27] mentioned 

that frequent cyberattacks, regardless of their impact, could 

lead to a gradual erosion of Trust due to the perceived con-

stant vulnerability of AVs. 

For the severity and frequency of cyber incidents, it is 

common sense that the more severe and frequent they are, the 

less Trust there will be. People will be less likely to trust AVs 

if they believe that successful cyber security incidents in-

volving AVs are frequent and severe. 

The company's previous recordof manufacturing or oper-

ating an AV can also impact public Trust. Fromnewspapers 

and different internet sources [9], it can be deduced that if a 

company has a good history in tackling cyber security inci-

dents and is reputable in securing user data and AVs, the 

public will have more Trust in them. 

Finally, the perceived Safety of the technology can also im-

pact public Trust in AVs. Several studies found that people 

were more likely to trust AVs if they believed the technology 

was safe [8]. The work of [3] underscores that if AVs are 

deemed safer than conventional vehicles, this perception can 

boost Trust. Conversely, concerns over system failures, the 

inability of AVs to handle unexpected situations, or fears about 

potential hacking could significantly diminish the perceived 

Safety of this technology, leading to lower levels of Trust. 

This study maintains that public Trust in autonomous ve-

hicles' cyber security is influenced by five key factors: gov-

ernment regulations, the severity and frequency of cyber 

security incidents, the company's past performance in ad-

dressing such incidents, and the perceived Safety of the 

technology. To explore this relationship, the study will un-

dertake empirical analysis. 

We set some hypotheses to assess the factors mentioned 

above: 

1) H1: Government regulation for AVs significantly im-

pacts public Trust in AVs after cyber security incidents. 

2) H2: The severity of cyber security incidents related to 

AVs significantly impacts public Trust in AVs 

post-cyber security incidents. 

3) H3: The frequency of (successful) cyber security inci-

dents related to AVs significantly impacts public Trust 

in AVs after cyber security incidents. 

4) H4: The Company's past track record in addressingcyber 

security incidents related to AVs has a notable impacton 

public Trust in AVs after cyber security incidents. 

5) H5: Perceived Safety of AV technology significantly 

impacts public Trust in AVs after cyber security incidents. 

3.4. Contribution 

Although a significant amount of literature explores various 

aspects of public Trust in autonomous vehicles (AVs), there is 

a clear gap in understanding how cybersecurity incidents 

impact Trust. Most existing literature addresses public Trust 

in AVs independently of the cybersecurity dimension, treating 
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it more as literature reports than dedicated research. 

The literature review reveals several crucial factors that 

shape public Trust: regulation and oversight, the severity and 

frequency of cyber security incidents, the company's track 

record, and perceived Safety. However, these factors have been 

typically discussed independently, with little consideration of 

their collective influence on public Trust in the context of AVs 

post-cyber security incidents. Also, there is no empirical evi-

dence for these studies in the context of cyber security. 

This research aims to fill this gap by comprehensively 

examining these factors in the context of cyber security inci-

dents involving AVs. It seeks to contribute new empirical 

evidence on these critical determinants of public Trust, thus 

enriching academic and practical understanding of how Trust 

in AVs can be maintained and enhanced amidst growing 

cyber security threats. This research intends to bridge the 

existing divide, providing a unified perspective on the influ-

ence of cyber security incidents on public Trust in AVs. 

4. Methodology 

The research philosophy adopted for this study is positiv-

ism. Positivism operates under the belief that only observable 

and measurable phenomena can provide credible knowledge, 

prioritising objective analysis over subjective opinions [30]. 

Considering the study's empirical approach, which aims to 

acquire measurable data regarding public Trust in autono-

mous vehicles (AVs) following cybersecurity incidents, posi-

tivism emerges as a suitable and appropriate choice. 

The research methodology progresses through the follow-

ing stages: 

4.1. Research Design 

The research employs a mixed-methods design, integrating 

both quantitative and qualitative methodologies. This approach 

enables a comprehensive exploration of the research question, 

where quantitative methods provide statistical evidence, and 

qualitative methods delve into nuanced insights [31]. 

4.1.1. Population and Sampling Method 

The target population for this research comprises adults 

familiar with AV technology, spanning both the UK and the 

US. A stratified random sampling approach is employed, 

ensuring representation across various demographics. The 

sample size for the quantitative study was 151 respondents, 

while the qualitative research was based on interviews with 

eight individuals. The demographics of the respondents and 

interviewees are given in Table 1. 

4.1.2. Data Collection Methods 

Quantitative Data: We administered an online survey of 

151 respondents. The survey incorporates structured ques-

tions, utilisingLikert scale measurements to gauge perceptions 

about the factors impacting Trust in AVs post-security inci-

dents. 

Qualitative Data: We conducted Semi-structured inter-

views with eight knowledgeable individuals from the UK 

and US. These interviews delve deeper into the subject's 

nuances, capturing intricate details that quantitative data 

might miss [32]. 

4.2. Data Analysis 

Quantitative Data Analysis:Initially, we subjected the 

collected data to screening for issues such as missing val-

ues, duplications, and outliers. Subsequently, it undergoes 

tests for normality, multicollinearity, scale validity, and 

reliability. Structural Equation Modelling (SEM) uses 

AMOS, while descriptive statistics and inferential analyses 

are executed using SPSS. 

Qualitative Data Analysis: The qualitative data is sub-

jected to thematic analysis, adhering to the authors' meth-

odology in [1]. We perform initial coding on the interview 

transcripts and develop and interpret themes. 

Table 1. Demographic Summary of the Respondents/Sample. 

Variable 

Participants 

Number Percentage 

Gender 
Male 105 69.54% 

Female 46 30.46% 

Age (years) 

18-30 36 23.84% 

31-40 73 48.34% 

41-50 28 18.54% 

50 and above 14 9.27% 

Education 

IT/Computing 39 25.83% 

Management 24 15.89% 

Business/Finance 31 20.53% 

Engineering 41 27.15% 

Others 16 10.60% 

Country 
UK 86 56.95% 

US 65 43.05% 

Understand Cy-

bersecurity in 

AV 

Yes 97 64.24% 

No 54 35.76% 

5. Quantitative Data Analysis 

Exploring public Trust in autonomous vehicles, particularly 

post-cybersecurity incidents, is primarily exploratory due to 
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limited empirical research at the intersection of technology 

and human psychology. This forms the essence of our study, 

merging quantitative data with qualitative insights to thor-

oughly understand the research area. Before analysing data, 

we verify its accuracy, handle missing values, and check for 

normality. 

5.1. Data Accuracy, Missing Data, and 

Normality 

Skewness and kurtosis provide quantitative measures to 

describe the deviation of a dataset from a normal distribution. 

We checked the univariate normality through skewness and 

kurtosis. The acceptable limits of skewness and kurtosis are 

between -2.58 and +2.58, as stated in the paper [33]. Table 2 

shows that the skewness and kurtosis are within the limit; 

hence, the normality is correct. 

Table 2. Skewness and Kurtosis Summary. 

Variable Skewness Kurtosis 

Government Regulations (GR) -0.523 0.437 

Severity of Cyber Security Incidents 

(SCI) 
-0.308 0.948 

Frequency of (Successful) Cyber se-

curity Incidents (FCI) 
-0.103 1.368 

History of the Company (HC.) -0.281 0.401 

Perceived Safety of Technology (PST) 0.144 0.891 

Trust (TR.) -0.039 1.126 

5.2. Multicollinearity 

The highly correlated variables create a multicollinearity 

issue, leading to a high regression coefficient standard error. 

Multicollinearity can also lead to model instability [33]. We 

assess multicollinearity through tolerance and Variable Infla-

tion Factor (VIF). The acceptable tolerance value is more than 

0.1, and the VIF value is less than tenas stated in the article 

[33]. Tolerance and VIF values were calculated for this study 

in SPSS and depicted in Table 3, which shows that all the 

tolerance values are more than 0.1 and VIF values are below 

10; hence, we conclude that there is no issue of multicolline-

arity in research data. 

Table 3. Tolerance and VIF Summary. 

Variable Tolerance VIF 

Government Regulations (GR) 0.668 1.498 

Severity of Cyber Security Incidents (SCI) 0.737 1.356 

Variable Tolerance VIF 

Frequency of (Successful) Cyber security 

Incidents (FCI) 

0.744 1.344 

History of the Company (HC.) 0.797 1.254 

Perceived Safety of Technology (PST) 0.713 1.403 

5.3. Demographic Analysis 

The valid data includes responses from 151 respondents. 

Table 4 below summarises the respondents' demographic pro-

files. It shows that 69.54% of males and 30.46% of Females 

participated in the survey. 48.34% of the respondents were 

between 31 and 40 years old. Respondents had different edu-

cational backgrounds, of which 27.15% had engineering 

backgrounds, whereas 25.83 had IT/Computer or information 

security-related education. 56.24% of the people living in the 

UK and 43.05% were in the US; similarly, 64.24% of the re-

spondents had knowledge of cyber security in autonomous cars, 

whereas 35.76% had no knowledge of cyber security in AV. 

Table 4. Demographic Summary of the Respondents/Sample. 

Variable Participants 

Gender Number Percentage 

Male 105 69.54% 

Female 46 30.46% 

Age (years)   

18-30 36 23.84% 

31-40 73 48.34% 

41-50 28 18.54% 

50+ 14 9.27% 

Education   

ICT/Computing 39 25.83% 

Management 24 15.89% 

Finance/Business 31 20.53% 

Engineering 41 27.15% 

Others 16 10.60% 

Country   

UK 86 56.95% 

US 65 43.05% 

Understand Cybersecurity in AV   

YES 97 64.24% 

NO 54 35.76% 
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5.4. Measurement Scales Analysis 

To ensure the quality of research findings and assess the 

impact of constructs on the research, the assessment of 

measurement scale is critical. Scale reliability and validityare 

crucial in confirming the research's quality, consistency, and 

accuracy. 

5.4.1. Scale Reliability 

Scale reliability is checked through internal consistency and 

inter-item correlations. The internal consistency is measured 

through Cronbach's alpha, which assesses the homogeneity and 

quality of items. According to the author [33], Cronbach's alpha 

greater than 0.70 indicates good internal consistency, whereas 

Cronbach's alpha below 0.70 indicates inconsistent items and 

needs improvement. Table 5 shows that Cronbach's values for 

all constructs are above 0.70 between 0.833 and 0.894, con-

firming high-scale reliability in the data. 

The inter-item correlation shows the reliability among 

items. According to [20], a high positive correlation indicates 

high reliability, whereas a low correlation between items 

depicts poor reliability. According to the author, the minimum 

acceptable correlation is 0.30 [33]. The inter-item correlation 

was calculated in SPSS and found between 0.52 and 0.70 for 

all items. Consequently, we confirm a high level of reliability 

among the items in this study. 

Table 5. Cronbach's Alpha (Reliability) of constructs. 

Variable Item Cronbach's Alpha Comment 

Government Regulations (GR) 4.00 0.849 High Reliability 

Severity of Cyber Security Incidents (SCI) 3.00 0.833 High Reliability 

Frequency of (Successful) Cyber security Incidents (FCI) 3.00 0.867 High Reliability 

History of the Company (HC.) 3.00 0.840 High Reliability 

Perceived Safety of Technology (PST) 4.00 0.849 High Reliability 

Trust (TR) 3.00 0.874 High Reliability 

 

5.4.2. Scale Validity 

Scale validity ensures that the scale accurately measures the 

intended constructs or assesses how effectively it does so. 

The researchers in the article [28] have proposed to apply 

confirmatory factor analysis (CFA) for discriminant and 

convergent validity to measure the validity of latent constructs. 

Confirmatory factor analysis (CFA) tests the constructs' 

measurement and their consistency with latent in the theo-

retical model [33]. CFA measures the correlation between 

variables or factors and constructs; thus, CFA assesses the 

goodness of fit of the hypothesised model and model con-

structed based on data collected during the research [34]. The 

CFA assessment is conducted through convergent and dis-

cernment validity. 

5.4.3. Convergent Validity 

Convergent validity is verified by factor loading, average 

variance extracted (AVE), and composite reliability (CR). The 

acceptable value of factor loading is 0.30, but 0.70 or more is 

considered high. Poor factor loading adversely affects the 

goodness of model fit. Constructs in this study had a high factor 

loading, having more than 0.70 on their associated theoretical 

constructs. According to the research paper [34], the acceptable 

limit of AVE value is greater than or equal to 0.50, whereas the 

acceptable value for CR is 0.70 or above. 

Table 6 shows the convergent validity illustrating all AVE 

values exceeding 0.50 acceptable range and the composite 

eligibility values are more than 0.70. Thus, factor loading, 

AVE, and CR support the convergent validity of the proposed 

research model. 

Table 6. Average Variance Extracted and Composite Reliability. 

Construct Average Vari-

ance Extracted 

Composite 

Reliability 

Government Regulations (GR) 0.682 0.896 

Severity of Cyber Security 

Incidents (SCI) 

0.632 0.837 

Frequency of (Successful) 

Cyber security Incidents (FCI) 

0.684 0.866 

History of the Company (HC.) 0.641 0.843 

Perceived Safety of Technol-

ogy (PST) 

0.586 0.850 

Trust (TR) 0.695 0.872 
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5.4.4. Discriminant Validity 

The discriminant validity assessment is crucial in Con-

firmatory Factor Analysis (CFA). It evaluates the internal 

correlations among items within a latent construct and their 

correlations with other measures in the model, as outlined in 

reference [20]. Discriminant validity is determined by com-

paring inter-item correlations with the square root of AVE. 

Specifically, the square root of the AVE for eachconstruct 

should exceed its correlations with otherconstructs. Table 7 

confirms that AVE values surpass correlation values. The 

diagonal values, representing square roots, further validate 

that these values exceed correlation values and AVE for each 

construct. Another indication of discriminant validity is 

comparing the maximum shared square variance (MSV) with 

the AVE. MSV assesses the extent to which factors share 

common variance, and a high MSV indicates a heightened 

level of multicollinearity. Table 7 shows AVE and MSV 

results, illustrating that square roots are more than AVE and 

MSV; hence, discriminant validity is ensured. 

Table 7. Discriminant Validity - Comparison of AVE and MSV. 

Construct CR AVE MSV GR HC PST FCI SCI TR 

GR 0.900 0.680 0.449 0.826      

HC 0.840 0.640 0.358 0.328 0.801     

PST 0.850 0.590 0.439 0.422 0.449 0.766    

FCI 0.870 0.680 0.369 0.527 0.334 0.372 0.827   

SCI 0.840 0.630 0.444 0.498 0.347 0.483 0.337 0.795  

TR 0.870 0.700 0.449 0.670 0.599 0.663 0.607 0.666 0.830 

Note: GR = Government Regulations, SCI = Severity of Cyber Security Incidents, FCI = Frequency of (Successful) Cyber security Incidents 

(FCI), HC = History of the Company, PST = Perceived Safety of Technology, TR = Trust 

5.5. Research Model Assessment 

The structure equation modelling (SEM) was conducted 

using Analysis of Moment Structures (AMOS) based on re-

search data after satisfactory scale validity and reliability tests. 

SEM analyses the research model, direct paths, and hypoth-

eses on constructs in the research model. According to the 

paper [33], SEM is a two-step approach; one is CFA (consists 

of measurement model), and the other is structural model 

(path analysis) analysis. The second step is defining the rela-

tionship between endogenous and exogenous constructs 

through structural modelling. 

5.5.1. Measurement Model 

In the measurement model, the relationship of the factors is 

assessed with related constructs. For instance, the relationship 

between GR1, GR2, GR3, and GR4 is assessed with G.R. The 

measurement model is verified based onscale validity, inter-

nalconsistency, and model fit. There are several indices of 

goodness of fit in AMOS. There are three broad categories of 

model fit in literature: incremental fit, absolute fit, and parsi-

monious fit [6]. The following criteria in Table 8 have been 

defined for model acceptance on the suggested literature [35]. 

Table 8. Criteria for model goodness of fit. 

Category Name Index Full Name Acceptable Level Acceptable Range of Good Fit 

Absolute Fit 
RMSEA Root Mean Square of Error Approximation < 0.08 < 0.05 

GFI Goodness of Fit Index >0.90  >0.94 

Incremental Fit 

CFI Comparative Fit Index >0.90 >0.94 

TLI Tucker-Lewis Index >0.90 >0.94 

IFI Incremental-Fit Index >0.90 >0.94 

Parsimonious Fit ChiSa/DF Chi-Square/Degree of Freedom < 5.0 < 5.0 
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Figure 3. Measurement Model with path coefficients. 

The model fit result of the measurement model isChiSq=209.434,  

D =155.0, ChiSq /DF=1.35, CFI=0.968, SRMR=0.050,  

RMSEA=0.048, PClose=0.550. 

The following measurement model in Figure 3 depicts the 

results of each latent variable (constructs) shown in oval 

shapes. The two-headed arrows between the constructs spec-

ify the covariances of the two constructs linked with them. 

The paths with single-headed arrows connect factors with 

constructs depicting hypothesised measures. 

This result meets the suggested criteria of model goodness 

of fit. Moreover, all the factors have successfully loaded with 

sufficient estimates from 0.75 to 0.87. The correlation coef-

ficients between the constructs are below 0.85, i.e., between 

0.33 and 0.67, which satisfy the criteria recommended by [9]. 

5.5.2. Structural Model Assessment 

The structure model was developed to examine the hypotheses 

of this research. In this stage, correlations between constructs are 

assessed. The structural model in Figure 4 was drawn in AMOS 

by creating a relationship through a single arrow line showing 

direct paths from exogenous variables such as Government 

Regulations (GR), Severity of Cyber Security Incidents (SCI), 

Frequency of (Successful) Cyber security Incidents (FCI), His-

tory of the Company (HC), Perceived Safety of Technology 

(PST) and to endogenous variable Trust (TR). These paths show 

the hypotheses. The hypothesis is deemed acceptable when its 

coefficient is significant when p<0.05, according to the authors 

in the research paper [33]. The p-values of standardised path 

coefficients (beta) for the exogenous construct and endogenous 

constructs of the research model were examined to assess the 

correlation strength. 

 
Figure4. Structural model. 

The structure model was assessed for the goodness of fit based on 

criteria defined for model fit as follows:The model fit result was 

found as Chi-Square (X2) = 209.434, df = 155.0, Chi-Square (X2)/df 

= 1.351, CFI = 0.968, SRMR = 0.050, RMSEA = 0.048, 

pClose=0.550 show that the model is fit and meets all the cut-off 

criteria of model fit. 

Furthermore, the standardised path coefficients of the con-

struct were analysed, and the result indicates that the coeffi-

cients of all the hypotheses are significant, having 

p-value<0.05; thus, all the hypotheses are supported, as 

shown in Table 9. The perceived Safety of technology (PST) 

has the highest positive impact on the Trust (TR), having a 

coefficient value β = 0.296 and a p-value of 0.002. Thus, it 

supports the hypothesis H5. The Severity of Cyber Security 

Incidents (SCI) (β = 0.273, p=0.001) and the previous history 

of the company (HC) (β = 0.273, p<0.001) have the same 

impact on the Trust (TR), thus supporting hypotheses H2 and 

H4. The Frequency of (Successful) Cyber security Incidents 

(FCI) (β = 0.244, p=0.003) also hada significant impact on the 

public Trust. If fewer incidents are treated well, it increases 

Trust; hence, hypothesis H3 is supported based on a signifi-

cant coefficient and p-value <0.005. Government regulation 

(GR) (β = 0.191, p=0.002) has the lowest impact on the Trust 

of autonomous vehicles with a coefficient. Thus, H1 is sup-

ported. The overall result supports the research model, and all 

constructs explain a 78% variance of Trust in the research 

model with R
2
=0.78. 
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Table 9. Summary of Result of Structure Model. 

Hypotheses  Strcuture Path Estimate Results 

    SRW CR (t-value) P-value  

H1 TR ←  GR 0.191 3.025 0.002 Hypothesis 

H2 TR ← SCI 0.273 3.236 0.001 Hypothesis 

H3 TR ← FCI 0.244 2.93 0.003 Hypothesis 

H4 TR ← HC 0.273 3.47 < 0.001 Hypothesis 

H5 TR ← PST 0.296 3.07 0.002 Hypothesis 

 

Figure 4 illustrates the structural model of research with 

standardised path coefficients from endogenous constructs to 

exogenous constructs (i.e. Trust). 

5.6. Summary 

The above chapter presents a quantitative analysis of the 

research data. The raw data was collected through question-

naires from respondents. The data underwent a screening 

process, which was checked for missing values, outliers, 

normality, and scale validity, and finally, 151 recordswere 

selected for analysis of the model. All the factors achieved the 

scale reliability and validity tests. Thus, data was found reli-

able and satisfactory for the model analysis and further re-

search assessment. 

Furthermore, structure equation modelling (SEM) was applied 

to the data in AMOS to assess the model's goodness of fit. The 

result revealed that the model satisfactorily achieved the level of 

good fit. All the hypotheses have significant coefficient values 

with p-values<0.05; thus, all hypotheses were supported. The 

model satisfies all the criteria of model goodness fit. 

6. Qualitative Analyais 

We examined the gathered data in the preceding section (V) 

and derived comprehensive quantitative results. This section 

aims to corroborate and enhance the validity of these findings 

through the implementation of semi-structured interviews, 

followed by qualitative analysis. 

6.1. Data and Content Analysis 

Thematic analysis allowed a deep exploration into the 

perception of public Trust in AVs post cyber security incidents. 

By rigorously following the authors' steps [1], as shown in 

Figure 5, this study ensures the validity and reliability of the 

TA process and its findings. 

 

Figure 5. Six-Step Thematic Analysis Approach [1]. 

6.2. Analysis of the Interview Content 

The analysis of the interviews begins by examining the de-

mographics of eight interviewees. This demographic overview 

provides an essential context for understanding their experi-

ences and perceptions, such as their relationship to autonomous 

technology and cyber security, age, and education level. The 

interviewees were from the UK and US and possessed cyber-

security and autonomous technology knowledge. 

We asked the interviewees the following open-ended 

questions: 

Q1: What do you believe influences people's Trust in the 

reliability and security of autonomous vehicles? 

Q2: How do you think the actions or track record of the 

companies producing autonomous vehicles play into public 

perception and Trust? 

Q3: Regarding AVs, how do you perceive the role of reg-

ulations or governmental oversight in shaping public confi-

dence? 

Q4: How does the frequency and handling of security 

breaches or incidents related to AVs shape your opinion or 

trust in them? 
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Q5: What are your views on the safety measures embedded 

within autonomous technology? 

6.3. Findings 

The analysis process involved systematically organising 

the initial codes presented in Table 10 into broader categories, 

eventually leading to the emergence of key themes. The pro-

cess followed the authors' methodology [1], allowing for a 

layered and in-depth data exploration. The following themes 

emerged: 

Table 10. Identifying the initial codes.

Interview Line/Except Initial Code 

A regulatory framework sanctioned by the government acts as a backbone for public Trust. RegulatoryFramework Importance 

History matters a lot. Think of it as a reference check. Company History Significance 

Major breaches, even if rare, stick in public memory and erode Trust Impact of Major Breaches 

If incidents are few and far between and are promptly addressed, it bodes well for Trust. Incident Frequency & Response Time 

A well-defined, stringent, yet fair regulatory environment is an assurance for many. Assurance from Regulation 

Not all cybersecurity issues are the same. A minor glitch is one thing; a car getting hijacked is 

another. 
Varying Severities and Impact on Trust 

Major incidents can be game-changers in terms of public perception High Impact of Severe Incidents 

A company's past becomes its testament. Historical Testament 

Repeated breaches can erode Trust, but a company's response can moderate the rate of erosion. Impact & Response to Repeated Breaches 

The foundational tech safety reassures people that, at its core, the system is designed to be safe 

and secure. 
Foundational Tech Safety Importance 

 

6.3.1. Major Themes 

Extracting major themes involved the amalgamation of 

theinitial codes (Table 10) into overarching themes, as 

shownin Table 11. 

1) Severity and Its Implications: 

This theme incorporated codes associated with the inter-

viewees' adverse perceptions due to cyber security incidents 

and AV context. The codes such as 'impact of major breaches', 

'varying severities and impact on trust', and 'high impact of 

severe incidents' were particularly prominent, revealing the 

harsh reality of the relationship betweenthe severity of cyber 

breaches and its impact on public Trust. 

2) Regulatory Backbone and Assurance: 

Codes revolving around regulatory backbone and assurance, 

including 'regulatory framework importance' and 'assurance 

from regulation', were grouped under this theme. These codes 

brought forward the interviewees' perceptions of how gov-

ernment oversight on the Safety and security of AVs trans-

formed public Trust in AVs, leading to a greater awareness of 

and acceptance of AVs. 

3) Company's Historical Impact: 

Codes related to the company's historical impact was gathered 

into this theme. The inclusion of 'company history significance' 

and 'historical testament' indicated a high relationship between 

public trust perception and the company's history of tackling 

cyber incidents and incorporating security features. 

4) Incident Management & Trust: 

This theme incorporated codes highlighting issues about 

managing security incidents. The 'incident frequency & re-

sponse time' and 'impact & response to repeated breaches' 

codes shed light on the public's perception and the companies' 

response to cyber incidents on their respective vehicles. 

5) Safety Imperative: 

The last theme revolved around the safety features and the 

overall safety perception of AV technology that impacts public 

Trust. Codes such as 'safety feature emphasis' and 'founda-

tional tech safety importance'were integral to this theme. 
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Table 11. Generated Themes from the Interviews. 

Codes Themes 

Impact of major breaches, varying severities and impact on Trust, high impact of severe incidents Severity and Its Implications 

Regulatory framework importance, assurance from regulation Regulatory Backbone and Assurance 

Company history significance, historical testament Company's Historical Impact 

Incident frequency & response time, impact & response to repeated breaches Incident Management & Trust 

Safety feature emphasis, foundational tech safety importance Safety Imperative 

 

6.3.2. Defining and Naming the Extracted Themes 

To ensure clarity, each theme was defined and named to 

represent its essence accurately: 

1) Severity and Its Implications: 

Emphasises how the gravity of a cyber security incident in 

AVs shapes public Trust, indicating that the public does not 

view all breaches equally. Severe incidents can notably alter 

public perception and are long-remembered. 

2) Regulatory Backbone and Assurance: 

Reflects the significance and comfort the public derives 

from structured regulations and governmental oversight. 

3) Company's Historical Impact: 

Emphasises the weight of acompany's history and its direct 

influence on public Trust. 

4) Incident Management & Trust: 

Highlights the Correlationbetween the frequency of inci-

dents, their management, and the subsequent Trust or mistrust 

from the public. 

5) Safety Imperative: 

It stresses the foundational and emphasisesthe importance 

of Safety in AV tech in garnering Trust. 

By identifying these themes, the study provides a nuanced 

understanding of the perceptions of public Trust on AVs and 

autonomous technology post cyber security incidents, offer-

ing valuable insights that can inform future research, inter-

ventions, and policies. 

A detailed discussion of the qualitative and quantitative 

findings has been presented in the following sections. 

7. Synthesis of Quantitative and 

Qualitative Findings 

7.1. Key Findings 

In this meticulous journey to comprehend the landscape of 

public Trust concerning autonomous vehicles (AVs) after 

cyber security incidents, we reached several profound con-

clusions. 

1) Government Regulation and Oversight: 

The weight of governmental regulations in shaping public 

Trust cannot be overstated. Both quantitative and qualitative 

datasets highlight the paramount importance of regulations in 

the realm of Avs. 

2) Severity of Cyber Security Incidents: 

Interestingly, the depth and implications of a cyber breach 

hold more significant sway in determining public Trust than 

mere superficial analyses would suggest. Major breaches 

resonated for extended periods, reflecting public wariness and 

diminished Trust. 

3) Frequency of (Successful) Cyber security Incidents: 

Beyond severity, the recurring narrative of breaches erodes 

confidence and Trust. Consistency in safety records seems to 

be a linchpin for fostering Trust in AVs. 

4) Company's Historical Performance: 

A Company's legacy, encapsulating its past decisions, ac-

tions, and responsiveness to cyber threats, emerged as a pillar 

of public Trust. Past mistakes or triumphs shape current per-

ceptions significantly. 

5) Perceived Safety of AV Technology: 

The bedrock of Public Trust is seemingly AV technology's 

perceived operational and cyber security safety. 

7.2. Discussion of Findings 

Following the thorough quantitative and qualitative analy-

sis, this section delves into a deep discussion of the findings, 

juxtaposing the outcomes of both methodologies to underline 

the results' cohesiveness and integrity. 

7.2.1. Government Regulation and Oversight on AVs 

The quantitative results indicated a significant influence of 

government regulation on public Trust with a coefficient 

value of β = 0.191, supporting hypothesis 1. This insight was 

further substantiated in the qualitative thematic analysis, 

which underscored the "regulatory assurance" theme. Inter-

viewees frequently referenced the comforting role of gov-

ernment oversight, emphasising how effective and transparent 

regulatory frameworks can bolster public Trust in AVs, es-

pecially following cyber security incidents. The mutual vali-

dation of quantitative and qualitative findings accentuates the 

criticality of robust government policies and their role in 
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fostering Trust. These results are in line with the arguments 

stated by the authors in [24] and Wang et al. (2023), who state 

that role of regulations in preventing cybersecurity incidents 

is critical in affecting public Trust. 

7.2.2. Severity of Cyber Security Incidents 

Hypothesis 2, suggesting a significant influence of the se-

verity of cyber security incidents on Trust, was endorsed by a 

coefficient value of β = 0.273 in the quantitative data. This was 

mirrored in the "severity and its implications" theme from the 

qualitative interviews. Respondents were particularly vocal 

about how the gravity of a cyber security incident in AVs 

shaped public Trust. Minor glitches were distinguished from 

significant breaches, with the latter having lasting impacts on 

public perception. The congruence of both findings implies the 

indelible mark severe cyber security breaches leave on public 

Trust, which was also augmented by He, Meng, and Qu (2020) 

and [2], who found that the severity of cybersecurity incidents 

can have a significant impact on public Trust in AVs. 

7.2.3. Frequency of (Successful) Cyber Security 

Incidents 

Quantitatively, the frequency of successful cyber security 

incidents substantially impacted public Trust, confirmed by β 

= 0.244, validating Hypothesis 3. This aligns harmoniously 

with the qualitative theme "consistency in cyber security", 

where interviewees implied that fewer incidents, when man-

aged efficiently, can bolster public Trust. Consistency and 

predictability in ensuring AV cyber security are thus pivotal 

in fostering and maintaining public Trust. The results are 

similar to the arguments of researchers [24], who highlighted 

that the more frequent and severe the incidents are – those 

leading to significant data breaches, substantial economic loss, 

or even loss of life – the more they tend to result in more 

profound reductions in public Trust. The high frequency of 

security incidents leads to a gradual erosion of Trust due to the 

perceived constant vulnerability of Avs. 

7.2.4. Previous Record/ History of the Company 

Producing the AV 

A company's track record in managing cyber security in-

cidents emerged as a significant factor in the quantitative 

analysis, presenting a coefficient value of β = 0.273, thereby 

supporting Hypothesis 4. Qualitatively, the theme "legacy of 

trustworthiness" resonated with this result. Respondents re-

currently referred to the reliability of a company based on past 

performance, accentuating that a history devoid of significant 

breaches or, conversely, a history showcasing proficient 

management of breaches was instrumental in gaining their 

Trust. This cross-validation establishes the quintessential role 

of corporate history in shaping public Trust, and the outcomes 

are aligned with the reports of [9, 36], which deduced that if a 

company has a good history in tackling cyber security inci-

dents and is reputable in securing the user data and the AVs, 

the public will have more Trust on them. 

7.2.5. Perceived Safety of the AV Technology 

Hypothesis 5, proposing the significant impact of the per-

ceived Safety of AV technology on Trust, was strongly sup-

ported by the quantitative data, reflecting a coefficient value of 

β = 0.296. This was intricately aligned with the qualitative 

theme of "safety first". Interviewees often conveyed their Trust 

as contingent on their perception of the technology's Safety. 

Safety, both in terms of physical operation and cyber security, 

emerged as a non-negotiable cornerstone for Trust in AVs. The 

findings also align with the literature, such as [8] and Ma et al. 

(2020), who believed that public Trust enhances the public 

belief that technology is safe and secure. The authors in refer-

ence [1] also underscore that if AVs are deemed safer than 

conventional vehicles, this perception can boost Trust. The 

author in reference [10] reports that people are more likely to 

trust AVs if they believe the technology is secure. 

In synthesising both quantitative and qualitative findings, it 

is apparent that Trust in AVs post cyber security incidents is 

multifaceted. The mutual validation of results across both 

quantitative and qualitative methodologies offers compelling 

evidence supporting the identified factors influencing public 

Trust in AVs, especially in the aftermath of cyber security 

incidents. As underscored by the analyses, the interplay of 

these factors provides invaluable insights into the intricate 

fabric of public Trust in the rapidly evolving realm of au-

tonomous vehicles. 

8. Conclusion 

With its myriad promises and challenges, the dawn of the 

autonomous vehicle (AV) era has been a compelling backdrop 

against which this research journey unfolded. This paper 

sheds light on the intricate web of factors determining public 

Trust in AVs, especially in the aftermath of cybersecurity 

incidents. Our exploration underscored the importance of AV 

technology's perceived Safety in influencing Trust. The public 

highly values the technological reliability and resilience of 

these vehicles. Concurrently, the severity of cybersecurity 

incidents and the historical record of the company manufac-

turing the AV were found to be vital components shaping 

Trust. These two facets underline the dual significance of the 

magnitude of cybersecurity breaches and the manufacturers' 

proactive and retrospective responses to them. 

Furthermore, the frequency of successful cybersecurity 

breaches emerged as another influential dimension. The 

research found that reduced incidents, when paired with 

adept management and containment, could amplify the 

public Trust in the technology. Finally, the role of govern-

ment regulations, though comparatively subtle, cannot be 

sidestepped. While its influence might not be as profound as 

the abovementioned factors, government regulation pro-

vides a foundational AV operations and security framework, 

acting as a silent sentinel overseeing the AV landscape. A 
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mosaic of technological safety perceptions, the gravity and 

regularity of cybersecurity mishaps, corporate historical 

performance, and the overarching arm of regulations amal-

gamate to shape public Trust in AVs, particularly following 

cybersecurity disturbances. 

The findings from this study lay down a foundational un-

derstanding of public Trust in AVs. Yet, continual exploration 

becomes imperative with the evolving technological land-

scape and shifting societal perceptions. Potential avenues for 

future research might encompass studying perceptions from 

diverse global regions, especially emerging economies. As-

sessing Trust in tandem with these evolutions will prove in-

sightful as AV technology progresses. A detailed exploration 

into how different regulatory paradigms across nations impact 

trust could guide policy framings. 
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