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ABSTRACT
Digitalisation of health and the use of health data 
in artificial intelligence, and machine learning (ML), 
including for applications that will then in turn be used 
in healthcare are major themes permeating current UK 
and other countries’ healthcare systems and policies. 
Obtaining rich and representative data is key for robust 
ML development, and UK health data sets are particularly 
attractive sources for this. However, ensuring that such 
research and development is in the public interest, 
produces public benefit and preserves privacy are key 
challenges. Trusted research environments (TREs) are 
positioned as a way of balancing the diverging interests 
in healthcare data research with privacy and public 
benefit. Using TRE data to train ML models presents 
various challenges to the balance previously struck 
between these societal interests, which have hitherto 
not been discussed in the literature. These challenges 
include the possibility of personal data being disclosed 
in ML models, the dynamic nature of ML models and 
how public benefit may be (re)conceived in this context. 
For ML research to be facilitated using UK health data, 
TREs and others involved in the UK health data policy 
ecosystem need to be aware of these issues and work 
to address them in order to continue to ensure a ’safe’ 
health and care data environment that truly serves the 
public.

INTRODUCTION
There is a broad structural shift taking place in the 
UK and beyond,i which ushers in the increasing 
digitisation of the health and care sector. This 
is a shift that is balancing between two diverging 
yet interconnected developments: an increasing 
appetite for data-driven and machine learning 
(ML) healthcare technologies, supported by an 
innovation-driven research, technology and policy 
sector; and increasing awareness of the importance 
of legal and ethical safeguards guiding such inno-
vations to ensure that legal rights and obligations, 
such as confidentiality and privacy, are protected 
and upheld along with more ethical approaches 
including the public’s continued collaboration in 
such endeavours.1 2 In the UK, trusted research envi-

i For example, in June 2022, the Department of Health 
and Social Care published its data strategy for health and 
care in England titled ‘Data Saves Lives: Reshaping Health 
and Social Care with Data’.5 In 2021, Scotland published 
its updated digital health and care strategy.46 In Europe, 
the European Commission is working on the eHealth 
programme.47

ronments (TREs) sit at the junction of these devel-
opments, attempting to balance differing interests 
between the public, research and rights.

TREs, also known as ‘data enclaves’, ‘research 
data centre/centres’ or ‘safe havens’, are physical 
or virtual analytical environments which can hold 
various data sets (such as population, census, or 
healthcare data, etc). Subject to monitoring and 
access controls, a TRE user can be allowed to work 
with these data but is prevented from releasing their 
analysis without permission. The aim of TREs is to 
provide a secure location for researchers to analyse 
data, especially personal data, enabling collabora-
tive and transparent research while protecting data 
confidentiality and privacy.

While TREs have received relatively little atten-
tion in academic literature and debate, especially 
from ethical perspectives,3 4 they are not new.ii 
Some have been in operation for almost 20 years 
now. Yet, they have recently come to the limelight as 
a key service for the UK's National Health Service 
(NHS) data which can engender public trust by 
facilitating the intensifying demand for sensitive 
data for research purposes while ensuring privacy, 
confidentiality and safe access.5–7

Alongside the increasing prominence of TREs 
sits the drive for health data to feed into artificial 
intelligence (AI). AI is the prevailing umbrella term 
to refer to a range of computational techniques 
that can be used to make machines complete tasks 
in a way that would be considered intelligent were 
they to be completed by a human. Here we specif-
ically refer to ML developments. This is a partic-
ular form of AI which involves computers ‘learning’ 
and adapting without specific instructions, doing 
so by using algorithms to analyse and draw infer-
ences from data. With the UK’s healthcare sector 
being positioned as a unique data-rich ecosystem 
that could wield significant medical advances due 
to its centralised nature and longitudinal population 
data8 and as a lucrative business opportunity poten-
tially worth several billions,9 there is a concerted 
push to realise the UK’s plans to become a global 

ii For example, the Secure Research Service run by the 
ONS (ONS SRS) has been operational since 2003 and 
has provided the blueprint for many subsequent TREs. 
In Scotland, a system of safe havens (four regional and 
one national safe haven) has been in operation for over a 
decade now. In Wales, the secure research platform SeRP 
was created to store data for the SAIL Databank that 
collects and manages all public sector data of Wales, since 
2005.
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technological superpower10 via its national healthcare system. 
This increased interest in the application of ML on sensitive 
data (ie, special category personal dataiii), such as healthcare and 
medical data, means that TREs are increasingly approached with 
requests to use their data to develop new types of outputs, such 
as trained ML models. Such developments present new oppor-
tunities but also challenges for the secure and trusted function 
of TREs.

In order to advance these new opportunities for TREs while 
maintaining high privacy standards, the Data and Analytics 
Research Environments UK (DARE UK) Sprint Project titled 
Guidelines and Resources for AI Model Access from TrusTEd 
Research environments (GRAIMATTER) investigated the 
additional risk posed for the disclosure of personal data intro-
duced by the release of trained ML models from TREs, and 
developed a set of technical, legal and ethical recommenda-
tions for how TREs should carry out disclosure control on ML 
models. Reflecting on our work as the Legal and Ethical project 
subteam, in this article, we focus on key ethical and legal issues 
stemming from the training of ML models from TRE data 
and how this impacts on TREs’ operation. While the export 
of research output from TREs is generally regulated through 
controls such as manual supervision (‘eyeballing’) to ensure 
no personal data leave the TRE, the situation changes when 
TRE exports present more complex configurations such as ML 
models which then may be released to open source repositories 
such as GitHub. In such cases, it becomes harder to identify 
potential risks using conventional manual checks and therefore 
harder to guarantee the ‘T’ of TREs. To address these points, 
we will (1) explain what a TRE is and how it works. In partic-
ular, we will discuss how the ‘Five Safes’ framework contrib-
utes to their use and governance. We will then (2) address the 
relationship between the digitisation of healthcare in the UK 
and data-intensive innovations such as AI, and specifically ML, 
while identifying how TREs are being positioned as a way to 
ensure much needed public trust in such developments. We 
will conclude (3) by highlighting three legal and ethical critical 
areas that require further consideration for TREs and others 
involved in ML healthcare research for public benefit. This is 
significant for TREs, and for health data research more broadly, 
as ML research may disturb the current balance struck between 
facilitating research and protecting privacy in TREs given the 
risk of disclosure of sensitive personal data once a trained 
ML model is exported from the TRE, and the lack of clarity 
in terms of legal responsibility were a data breach to occur. 
This also relates to the dynamic nature of models compared 
with the ‘static’ nature of traditional TRE outputs, which may 
also require a more dynamic ethics process accompanying the 
research, and in turn require a rethinking of the public benefit 
produced by such research.

WHAT IS A TRE
A TRE is a secure physical or virtual environment designed for 
approved and named researchers to access sensitive pseudony-
mised data, where access to specific data sets is provided only 
to approved research projects. TREs differ from other data use 
models such as the more traditional data release model, where 
data are made available to approved researchers to download 
and analyse in their own data environments, hence risking losing 

iii As per Data Protection Act, 2018, section 10 (c).

control of their security and management. Instead, in a TRE, 
data are not released externally to data users for analysis on their 
own computers but placed on a server within a restricted, secure 
information technology environment, where the approved user 
is given secure access to carry out their project analysis. No 
row-level data leave the TRE environment. Traditionally, only 
aggregate-level results (eg, summary tables, graphs, statistical 
models) are released from a TRE at the end of the project, and 
only after a range of automatic and manual screening controls 
are applied to ensure that all outputs are non-disclosive of 
personal data.

The use of TREs is meant to address the challenges of using 
health and other forms of sensitive personal data to facilitate 
research that is assessed to be in the public interest while at the 
same time protecting privacy and ensuring trustworthiness.5 6 
Importantly, their use does not eliminate the risk of disclosure 
of sensitive personal data but greatly mitigates it11 by providing 
assurances that data are handled securely, as data use can be 
tracked and technical and organisational measures are in place 
to check that no data leave the secure environment. Acting as 
data processors, TREs are meant to maintain a balance between:

	► Confidence of data controllers (who determine the purposes 
for and manner in which any special category personal data 
are to be processed) through increased security.

	► Benefits to the user/researcher (who can be from an academic, 
commercial or government setting) through improved access 
to larger data sets.

	► Transparency for public and patients (whose personal data 
are made available in pseudonymised form) as to who has 
access to the data and for what purposes in order to ensure 
their continuing confidence and engagement.7

Robust data governance is key in achieving and maintaining 
such a balance. This means meeting all relevant legal obliga-
tions (eg, data protection, confidentiality, contracts and intel-
lectual property), technical and cybersecurity requirements, and 
research ethics and data governance requirements.

There are several related frameworks used for providing guid-
ance on TRE governanceiv most of which are based on the ‘Five 
Safes’ model. ‘Five Safes’ is an internationally recognised model 
introduced by the UK Office for National Statistics in 2003. It 
has been described as an ‘explicitly relativistic, subjective and 
empirical’ framework which has proved a ‘useful’ tool to frame, 
rather than prescribe, the crucial discussions around governance 
and management of sensitive data involving data providers, 
users and regulators.12 The ‘Five Safes’ breaks down the deci-
sions surrounding data access and use into five related but sepa-
rate dimensions:13v

iv For example, the five TREs in Scotland follow the Charter for Safe 
Havens in Scotland. The charter draws from the Guiding Principles for 
Data Linkage (which in turn draws on human rights legislation, the Data 
Protection Act, guidance from the Information Commissioner and the 
Scottish Government Identity Management and Privacy Principles), the 
SHIP Blueprint and associated governance frameworks that define stan-
dards and process for the use of non-consented linked data for health 
informatics research in Scotland. In 2021, the UK Health Data Research 
Alliance published a set of principles and best practices7 structured 
around the ‘Five Safes’ framework and further inspired by the OECD 
Guidelines on Human Biobanks and Genetic Research Databases, work 
of NHSX, NHS Digital, the National Data Guardian and through guid-
ance from the Information Commissioner.
v In some cases, the 'Five Safes' model has been extended to include ‘Safe 
Return’48 which has been coined the ‘Five Safes Plus One’ approach,49 
and ‘Safe Computing’ as an extension of ‘Safe Setting’.7
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Safe people
TRE staff and the researchers accessing the data through a TRE 
are trained and authorised to use the data safely, follow guide-
lines and report data safety concerns, if any.

Safe projects
Through an initial ethical and data governance approval process, 
TREs ensure that the research projects are approved by data 
controllers, and that data are used appropriately and for public 
benefit.

Safe outputs
TREs screen all outputs thoroughly and approve the release only 
after ensuring that it does not include personal data.

Safe data
The data are deidentified/pseudonymised before access is 
granted to researchers. It is ensured that researchers only see the 
data that they need to.

Safe setting
TREs provide a safe environment to access personal data and 
prevent any unauthorised use.

AI AND THE DIGITISATION OF HEALTHCARE: IMPROVING 
SAFETY THROUGH THE USE OF TRES
Healthcare has been identified as ‘one of the most important 
sectors for AI both for better services and for better effi-
ciency’.14 15 This has paved the way for new, and arguably 
controversial, public–private–academic partnerships16 for the 
development of new AI technologies, including ML, which can 
be used in several healthcare areas such as diagnostics, therapeu-
tics, population health management and administration, and for 
providing key infrastructure for the storage, maintenance and 
management of the data that underpin these technologies.17

Such developments align with the ongoing efforts since 2002 
towards the digitisation of the NHS—from (missed) aims of 
achieving a ‘paperless’ NHS by 2018 to the renewed target for 
a ‘core level of digitisation’ by 202418—which has resulted in 
a rich and valuable wealth of healthcare data. The COVID-19 
pandemic has reconfirmed and further accelerated plans for the 
digitisation of the NHS (ie, NHS apps, virtual appointments, 
online treatments, etc), along with recent plans to facilitate the 
more effective sharing of digital health and social care records 
and data.19 Further plans to personalise healthcare through the 
use of wearable technologies and apps will only enrich these data 
sets.

AI, and in particular ML, technologies for healthcare rely on 
the availability of big data for their training and development. As 
such, the extensive medical and healthcare data that result from 
the ongoing interactions between the UK public and the NHS 
have long been seen as a prime opportunity for the adoption of 
innovative AI technologies, for day-to-day patient care and for 
the further advancement of health research.

While the opportunities that the increasing digitisation of 
healthcare offers appear exciting, the risks and concerns that 
such developments entail are considerable. There have been 
a series of situations where public trust has been eroded in 
data sharing—some of which have attracted significant media 
attention and regulatory enforcement, while others may be 
more ‘routine’ infractions of contracts. Nevertheless, these 
instances cumulatively may instil a negative attitude in the 
public towards data sharing. Among these, past big data 

health initiatives, such as ​care.​data—an English initiative 
designed to allow the repurposing of primary care medical 
data for research and other purposes—and more recently the 
postponed GP Data for Planning and Research programme,20 
demonstrate the importance of public trust for major proj-
ects which seek to aggregate and centralise healthcare and 
related data, and the costly danger of losing it if legitimate 
public concerns are not taken seriously.21 22 Scandals, such as 
the ongoing case of DeepMind/Google and the Royal Free,vi 
along with a recent report in the BMJ that there are hundreds 
of organisations such as clinical commissioning groups, 
private companies and universities which have breached 
patient sharing agreements, some of them with little or no 
consequences23 (see also ref 24 25), demonstrate that what is 
often termed the ‘deficit of public trust’26 is not the result of 
public ignorance or badly publicised information21 27 (see also 
ref 28 29). Instead, it is an appropriate response of a public 
who, while willing for their data to be used for the benefit of 
patients and the NHS, are wary of a weak regulatory land-
scape that allows such data security failures.2 30 Nevertheless, 
this emerging picture has received limited attention in the 
academic literature and limited discussion as to how it may 
impact on data sharing and governance arrangements and 
policies more broadly as the NHS seeks to digitise and share 
more data.vii

To address the issue of the protection of personal data and 
the facilitation of research, TREs are positioned as a way 
to maintain and restore public trust.5–7 The technical and 
organisational safety measures that TREs offer can provide 
assurances that, not only will data not be leaving their secure 
environments but every interaction and subsequent analysis 
will be checked and tracked. Furthermore, their commitment 
to Safe Projects means that each project is assessed by an 
ethical and data governance committee for their potential to 
public benefit before a project approval is granted.viii In order 
to ensure public benefit and build public trust, the impor-
tance of patient and public participation alongside trans-
parency of decision-making and data use has been further 
highlighted.7 31 32

However, while TREs may be identified as the appropriate 
way to address public trust concerns, our research shows that 
the increase in the development and adoption of AI, and in 
particular ML, in the medical and healthcare fields presents 
new challenges for the next generation of TREs which may 
threaten the ‘T’ of the TREs due to additional risks of disclo-
sure of personal data by ML models trained on TRE data and 
a lack of clarity about chains of responsibility once the ML 
model has left the TRE environment.

vi Here we are referring to the now infamous case of the Royal Free 
releasing, in 2015, millions of their patient data to the AI company 
DeepMind (later acquired by Google) for the development of a medical 
app without the appropriate legal and ethical safeguards for their protec-
tion. In 2017, the UK’s ICO sanctioned the Royal Free for breach of 
UK data protection law. While back then Google avoided sanctions, it 
is currently being sued in a private litigation class action lawsuit for the 
unlawful use of patients’ confidential medical data50–53 (see also ref54-56).
vii The merging of NHS England and NHS Digital in February 2023 
will provide ample scope for complicating a complex structure further, 
https://digital.nhs.uk/about-nhs-digital/nhs-digital-merger-with-nhs-en-
gland (accessed 1 Feb 2023).
viii The make-up of these committees differs between TREs while 
depending on the project’s design, methods and data needs further 
governance approvals might be deemed necessary (eg, NHS R&D, or 
Caldicott approvals).
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TRE OUTPUTS AND ML
Typically, TRE outputs take the form of aggregated results, 
graphs and tables. Before their release, these outputs go 
through both automatically and manually disclosive controls 
and are checked to ensure that no identifiable information 
is attached to them before allowed to leave the TRE. With 
the increased interest in ML trained on special category data 
such as healthcare and medical data, TREs are increasingly 
approached with requests to use their data for such purposes 
and to disclose new types of outputs, such as ML models 
trained on TRE data.

As the GRAIMATTER research demonstrates, the release 
of trained ML models from TREs introduces an additional 
risk for the disclosure of personal data.13 33 In other words, 
while on the one hand models are being constructed using 
training data, on the other, training data and/or a semblance 
or subset of it, or information about who was in the training 
set can also, in certain cases, be reconstructed from a model. 
This means that trained ML models may be considered as 
containing personal data and therefore constitute personal 
data sets, bringing them within the jurisdiction of data 
protection legislation.34 Personal data disclosure from trained 
ML models can happen inadvertently—for example, if the 
ML algorithm is overtrained, and the weights of the algo-
rithm which are then exported from the TRE correspond to 
the data underneath—or, there can be malicious intent—for 
example, when a malicious researcher ‘hides’ individual-level 
data within the files (eg, sensitive data could be embedded in 
the weights of an ML algorithm which are then exported).33ix

In order to mitigate any risk of direct or indirect personal data 
breach from the disclosure of trained ML models, and hence 
maintain public trust, key aspects of the technical, legal and 
ethical governance of TREs need to be reconsidered. Our project 
GRAIMATTER explored these challenges and proposed a range 
of measures and recommendations that need to be considered 
for the safe disclosure of trained ML models from TREs.13 We 
focused specifically on the ethical and legal governance issues 
arising from such practices recommending ways that they can be 
addressed. Here we present some broader issues that informed 
our thinking.

LEGAL AND ETHICAL CHALLENGES
While TREs have been positioned as the safer response to the 
riskier and controversial data release model, it is important to 
highlight that they are not a magic bullet. All their technical 
controls notwithstanding, they too are complex sociotechnical 
systems which, each in their own ways, bring together people, 
technology, regulations, institutional bodies, auditing and organ-
isational procedures in a sophisticated but always precarious 
balance that seeks to facilitate research access to data while 
preserving privacy. The introduction of ML in such a setting 
requires us to rethink carefully whether and how a new balance 
can be achieved. In the paragraphs that follow, we highlight 
three critical areas that require further consideration if we want 
to ensure a ‘safe’ health and care data environment that truly 
serves the public, namely the possibility of disclosure of personal 
data by ML models once they have left the TRE, the dynamic 

ix Other threats which can result in the recovery or reconstruction of 
personal data, including special category personal data, after the ML 
model has left the TRE are membership inference attacks and model 
inversion attacks.13 33

nature of ML models and the impact that these and other factors 
have on the discussions around public benefit.

Disclosure of personal data in TREs
While TREs only make available pseudonymised data for 
research purposes, pseudonymisation is a risky process that can 
lead to reidentification when combined with additional infor-
mation. This is a known risk that can be mitigated by contrac-
tual agreements between TREs and researchers within the legal 
framework of the Data Protection Act 2018 which covers data 
that, if processed, could lead to reidentification within the defi-
nition of ‘personal data’. As per section 171 of the Data Protec-
tion Act 2018, fines and criminal penalties are meant to act as 
a deterrent to any researcher who would attempt to reidentify 
them.x

The case of ML models within TREs complicates matters. 
As our GRAIMATTER project team has demonstrated, there 
is indeed a risk that an ML model leaving the TRE could be 
disclosing data that could lead to reidentification and therefore 
constitute personal data.13 However, it is debatable whether the 
ML model, per se, could be classified as ‘personal data’, and 
hence fall under the data protection framework or not.34 35 If 
it is personal data, there is a legal responsibility that both the 
risks of the specific projects and the controls taken to mitigate 
them should be clearly specified before the release of the model. 
Currently, there is a lack of guidance from the Information 
Commissioner’s Office on what form these controls should take, 
and on whom this responsibility falls. While these issues could be 
addressed by drawing new contractual agreements, or updating 
existing ones between the data controllers and the researcher, 
it is important for the relevant regulatory body to provide clear 
and updated guidance on a national level to address such risks.xi

Dynamic nature of ML models
The dynamic nature of ML models means that their life does not 
come to an end after one application. After the model leaves the 
TRE it might move between different applications and uses. Its 
interaction with different data sets might render data identifi-
able further down the line. However, by then, the chain of legal 
responsibility may be unclear and existing legal frameworks do 
not yet provide sufficient guidance on how the changing and 
dynamic nature of ML algorithms and models can be regulated.xii

Besides legal issues, the dynamic nature of these models 
also raises ethical concerns as it makes it difficult to identify 
and assess the risks that the TRE export of ML models may 
entail. Typically, the ethical assessment process conducted by 
TREs relies on assessing the benefits but also potential risks of 
the proposed project before judging whether approval should 

x Notably, public bodies especially in healthcare have rarely been the 
subject of fines from data protection regulators. The incoming UK Infor-
mation Commissioner announced in June 2022 that fines would only be 
issued to public authorities ’in the most egregious cases’.57

xi The UK Government published a Data Protection and Digital Infor-
mation Bill in June 2022, which represents its vision for reform of data 
protection law in the UK post-Brexit. With the change of prime minis-
ters, this Bill has now been withdrawn, but it did include provisions rele-
vant to research, which would have made it easier for researchers to use 
personal data for research purposes with an inverse effect on the privacy 
and data protection rights of the individuals whose data are being used.58 
If the Government takes up data protection reform again, such reform 
needs instead to strengthen these rights and adequately address the risks 
posed by research especially vis-a-vis AI and ML.
xii Interventions such as the proposed AI Act in the European Union59 
aim to address this issue but currently there is no similar legislation or 
legislative proposals in the UK.
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be granted. The element of unpredictability introduced by the 
disclosure of ML models risks undermining this process as it is 
impossible to determine whether future interactions of the ML 
model with different data sets after its TRE release might intro-
duce new risks or what their level might be. Therefore, the tradi-
tional ethical process governing research using TREs needs to be 
rethought and new strategies must be developed that can respond 
to the challenges that ML models pose.36 For example, instead of 
limiting the ethical assessment process to the application stage, 
a more dynamic approach whereby multiple ethical checks are 
conducted before and after the project is developed, and as an 
ML model is released, might prove more appropriate.37 Should 
these regular checks reveal a modification to the risk of data 
breach, a new overall ethical assessment should be undertaken in 
order to minimise future damage.xiii

Rethinking public benefit
The concept of public benefit has been identified as the ‘critical 
safeguard’ for the safe and appropriate use of health and care 
data,31 and in TREs it is key for the delivery of Safe Projects. 
However, if we are to take this concept and our commitment to 
it seriously, we need to calibrate the public debate to more accu-
rately reflect the risks, difficulties, unknowns and harms that 
surround data-intensive healthcare research, especially involving 
AI and ML, along with the asymmetrical ways that these are 
distributed.

Indeed, despite early warnings of the hype that surrounds AI 
in healthcare (and beyond), it is not often we hear about the 
unpredictable ways that AI healthcare technologies can fail.38 Or 
about the scarcity of actual clinical trials to prove the safety, the 
clinical potential or the efficacy of AI medical tools.39 40 Beyond 
the excitement, there is little expert knowledge on how opera-
tional changes or changes in the diversity and volume of data can 
impact on the performance of AI algorithms that are already in 
use with the potential of seriously undermining patient safety,41 
or few public conversations about the trade-off between AI effi-
cacy and data privacy (ie, the more accurate an AI algorithm, the 
less private it is). A recent policy report warned that ‘attention-
grabbing‘ AI technologies can sometimes ’crowd-out‘, in terms 
of funding, other conventional but still essential work in a chron-
ically underfunded NHS,6 while others warn that algorithms are 
already creating and worsening health inequities.42 43 There is 
scarce discussion that the intense computational processes that 
AI and big data technologies rely on have a big, and unevenly 
distributed, environmental impact that needs to be factored in,44 
or that the ‘essential infrastructures’45 that they require are to be 
delivered by the private corporations that the public has repeat-
edly warned against.

As transparency is central in ensuring public benefit and 
building public trust, we need an honest, grounded and 
sophisticated public discussion about what is the public 
benefit that underwrites these AI and ML developments, how 
and by whom it is being assessed and at what and whose cost. 
While this should not mean ignoring the benefits that such 
innovations could bring forth, it may mean that current ways 
of assessing and ensuring public benefit in TRE operation and 
use of TRE data need to be rethought in light of the potential 
benefits but also broader challenges of AI development and 
use.

xiii Notably, adopting such a dynamic approach to ethics is likely to 
require significant reform of existing ethics processes and significantly 
more resources than at present.

CONCLUSION
In this article, we have highlighted developments in health data 
and ML research and policy vis-a-vis TREs in the UK. We iden-
tified how TREs are being positioned at the junction between an 
increasing appetite for data-driven and ML healthcare technolo-
gies and an increasing awareness of the importance of legal and 
ethical safeguards guiding such innovations. Drawing from our 
work on the GRAIMATTER project which explored the addi-
tional risks when disclosing trained ML models from TREs,13 
we first explained what TREs are and how the ‘Five Safes’ 
framework contributes to their use and governance. We then 
addressed the relationship between the digitisation of health-
care in the UK and data-intensive innovations such as AI, and in 
particular ML, while identifying how TREs are being positioned 
as a way to ensure much needed public trust in such develop-
ments. We concluded this article by highlighting three broad 
legal and ethical critical areas that require further consideration 
if we want to ensure a ‘safe’ health and care data environment 
that truly serves the public: (1) the risk of personal data being 
disclosed in ML models, (2) the dynamic nature of ML models 
and (3) how public benefit may be (re)conceived in this context. 
We argue that these broad critical areas require further thought 
from TREs and others involved in the UK health data policy 
ecosystem if they want to ensure a truly ‘safe’ health and care 
data environment that indeed serves the public while facilitating 
AI and ML research on UK health data.
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