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Abstract

Robot manipulators are widely used in industrial settings for simple and repetitive tasks but are

challenging to use in human-centred environments for complex manipulation tasks. Advances in col-

laborative robotics and machine learning have increased interest in robot skill learning, but learning

complex and compliant manipulation skills remains challenging. In addition, teleoperation allows pre-

cise control of robots and human intelligence to perform safety-critical tasks from a distance. Various

human-robot collaboration interfaces based on augmented and virtual reality have been developed to

integrate robot control and telemanipulation by human operators. In this dissertation, we study human-

robot skill transfer and generalisation through intuitive teleoperation interfaces for contact-rich manip-

ulation tasks, including medical examinations, manipulating deformable objects, and composite layup

in manufacturing.

This thesis has three main parts. Part 1 (Chapter 3) focuses on the development and controller

design of teleoperation systems with multimodal feedback, forming the foundation for robot learning

from human demonstration and interaction. In this chapter, we compare the two different teleoperation

interfaces and propose a comparative metric to evaluate the interface for a specific task, robot-assisted

medical examination. In Part 2 (Chapters 4, 5, 6), we investigated various methods to model the

manipulation skills and improve the generalisation capability to new tasks. Part 2 proposed primitive

skill library theory (Chapter 4), human-in-the-loop mechanism (Chapter 5), and perception-enhanced

method (Chapter 6) to improve the generalization capability of learning from human demonstration.

In Part 3 (Chapters 7, 8), two typical applications, composite layup (Chapter 7) and robot-assisted
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ultrasound scanning (Chapter 8), are used to evaluate the effectiveness of the proposed methods. In

addition, we investigate deep multimodal neural networks to encode manipulation skills, particularly

multimodal perception information, for ultrasound scanning skills. Finally, Chapter 9 summarizes this

thesis’s main work, contributions, and potential directions.

Keywords: Learning from demonstration; Teleoperation; Multimodal interface; Human-in-

the-loop; Compliant control; Human-robot interaction; Robot-assisted sonography.
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1 Introduction

1.1 Background

Robot manipulators have been widely employed in various fields, including manufacturing, space ex-

ploration, material handling, rehabilitation and telemedicine robots (Zeng et al., 2018; Lamon et al.,

2019; Björnsson, Jonsson, and Johansen, 2018; Gao, Zhou, and Asfour, 2020; Madhani, Niemeyer,

and Salisbury, 1998). The utilization of these manipulators in structured environments is common due

to their cost-effectiveness and efficiency, particularly for repetitive and simple tasks. However, per-

forming physical contact-rich tasks, such as manipulating deformable objects or physical human-robot

interaction, is still challenging for robots. These tasks require the robot to interact with its environment

compliantly and adaptively. Despite recent advancements in autonomous manipulation technology, per-

forming real-world tasks autonomously in unstructured and dynamic conditions remains a challenge.

In addition, teleoperation, often referred to as the human-in-the-loop mechanism, offers a viable solu-

tion for remote manipulation, even when confronted with limited information. Therefore, this project

aims to study robot manipulator skill learning and generalising through teleoperation to overcome the

aforementioned challenges.

Complex and human-like manipulation skill acquisition through teleoperation-based learning from

demonstration provides a solution to teach robots own human-like manipulation skills; however, it is

still very challenging, such as how to capture the human skills, how to encode the manipulation skills,

and how to generalise the learned skills to novel tasks and conditions etc. To tackle these challenges, we
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conduct this research from the design of intuitive human-robot interfaces, teleoperation-based human-

robot shared control, multimodal manipulation skill modelling and compliant control etc. There are a

number of practical applications in both medical examination and flexible industry. For example, ultra-

sound scanning, also known as sonography, illustrate a cost-effective, convenient, and safe diagnostic

approach that involves various aspects of dexterous manipulation. These tasks encompass real-time

adjustments in motion, orientation, and force regulation, relying on immediate medical imaging data

and patient feedback. Thus, in this project, we employed ultrasound scanning, composite layup, and

daily manipulation tasks to validate the proposed framework and various algorithms.

1.2 Motivation

Why do we design an intuitive, natural and trusted teleoperation interface for efficient human-

robot skill transfer?

This project focuses on learning and generalizing manipulation skills for contact-rich tasks that

require physical interaction with the object and environment. The success of such tasks heavily depends

on multimodal feedback, such as haptic and visual feedback etc., and safety-critical applications also

require reactive and trustworthy interaction with the environment and humans. However, designing an

intuitive and natural teleoperation interface for dexterous manipulation tasks is challenging, especially

for contact-rich manipulation tasks like medical examinations, which can be cognitively demanding for

human operators. This makes designing an intuitive and intelligent interface challenging for human-

robot skill transfer. To address this challenge, we will design a multimodal human-robot interface for

efficient human-robot skill transfer. In addition, we will also propose an evaluation metric to assess the

performance of this interface. Physical human-robot collaboration (HRC) interfaces will be developed

to integrate robot control and telemanipulation by human teachers.
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Why do we adopt the teleoperation-based approach for robot skill learning and generalising?

Regarding the demonstration methods used in learning from demonstration (LfD), there are three

main approaches for capturing human skills: kinesthetic teaching, teleoperation, and passive observa-

tion. Compared to kinesthetic teaching and passive observation, the teleoperation-based method has

several advantages for human-robot skill transfer due to its ability to provide a multimodal interface for

human teachers.

The teleoperation-based demonstration can overcome the limitations of physical workspaces, allow-

ing human teachers to control robots that work in remote, dangerous, and inaccessible environments.

The human operator can provide demonstrations remotely, without the need to share a workspace with

robots. Additionally, having a separate workspace is safer for human teachers, especially in dangerous

working environments and tasks, such as nuclear waste decomposition.

The teleoperation-based demonstration can easily capture the multimodal information of human

manipulation, such as kinematic motion profiles, Electromyography (EMG) signals of the human arm,

and interaction force. This multimodal information is essential for encoding the dexterous manipulation

skills of humans and transferring these human-like manipulation skills to robots.

The teleoperation-based demonstration can combine the autonomy of the robot and the intelligence

of humans, improving the quality of the demonstration data. Teleoperation-based frameworks provide

a mechanism for combining the human-in-the-loop and the autonomous control of robots. Compared

to kinesthetic teaching, the precision of demonstrations can be improved due to the accurate control of

robots’ control systems.

The teleoperation-based demonstration allows the teleoperator to telemanipulate the robot in a

scale-up or scale-down to control robots. For fine manipulation, telemanipulation by scale-down can

reduce the effect of human tremble and improve control accuracy. However, scale-down telemanipu-
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lation will decrease the workspace of robots. For different tasks, adaptive scaling parameters can be

designed to adapt to the task.

The teleoperation-based demonstration allows the human operator to interactively teach robot skills

and correct the robot’s behavior online. Traditional human-robot skill transfer methods mainly focus

on learning from human demonstration offline. However, the process of human acquisition is gradual,

and the teleoperation-based human-robot skill transfer scheme allows the human-robot skill transfer

process to be more dynamic.

While teleoperation-based learning from demonstration has many benefits, there are also a few

challenges to consider:

Designing an intuitive and natural teleoperation interface for dexterous manipulation tasks is chal-

lenging, especially for contact-rich manipulation tasks like medical examinations. First, the cognitive

workload is huge for human operators, making it difficult to create an intuitive and intelligent interface

design for human teachers. In addition, human-robot collaboration and its control algorithms to achieve

high-quality demonstrations can be challenging due to uncertain tasks and environments. Allocating

control subtasks for human teachers and robots during the human demonstration phase for complex

and multi-step tasks is unresolved. Also, the stability and convergence of the control system must be

guaranteed.

Processing data collected from teleoperation demonstrations is challenging because of the different

configurations of the leader robot and the follower robot. For example, the demonstration data from the

leader robot and the following robot are often in different spaces. Most teleoperation-based demonstra-

tion methods only focus on the data from the robot side, ignoring the data collected from the leader side.

However, human data, such as EMG signals, can be used to describe the stiffness of the human arm.

In addition, the skill recognition and segmentation of teleoperation-based demonstration are also chal-
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lenging, particularly for the online processing of multimodal information. Automatic skill recognition

and segmentation based on sensory feedback data are necessary for teleoperation-based human-robot

skill transfer online. Last, the mapping design from the leader device to the follower robot is also

challenging, particularly for tasks with multiple constraints like the medical examination that requires

adjusting the position, orientation and contact force continuously to attain the desired image and ensure

the patient’s safety and comfort.

Why do we study the manipulation skill encoding?

Although there has been extensive research on skill encoding for motion skills, transferring human-

like manipulation skills to robots remains a challenging task. In particular, encoding stiffness skills and

force skills poses significant difficulties. The main challenges of skill encoding stem from contact-rich

manipulation tasks and multi-step complex skills. The generalisation capability of the encoding skill

model is still an open issue, and ongoing research efforts are focused on improving it. Additionally,

ensuring convergence and safety during robot skill learning is also a challenging task that requires

further investigation.

Ensuring the safety and convergence of contact-rich manipulation skills is a crucial challenge in

skill encoding. Skill encoding is akin to a planner, encompassing orientation, motion trajectory, and

force trajectory planners, among others. The dynamic system method can be employed to guarantee

the convergence and safety of these manipulation skills. Multimodal skill encoding is necessary for

physical human-robot interaction tasks, as unimodal motion skills alone may not suffice for contact-

rich tasks. Fine manipulation tasks often require more than just motion skills, including orientation,

contact force, and stiffness. Developing a composite manipulation skill model for multimodal skills is

a necessary and challenging task.
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1.3 Aims and objectives

This proposed PhD project aims at studying the robot manipulator skill learning and generalising

through teleoperation. There are three main aims of this project.

• To design an intuitive, natural and trusted teleoperation interface to capture a range of human

teachers’ skills for efficient human-robot skill transfer.

• To study how to encode human teachers’ complex and multi-step manipulation skills by investi-

gating the primitive skill theory and dynamic system-based skill model.

• To enhance the generalisation ability of the skill model by investigating the human-in-the-loop

mechanism, perception information and neural networks.

Specifically, the main research questions to be answered in this project are as follows.

• How to encode the human manipulation skill to achieve human-robot skill transfer efficiently?

• How to develop a control system with human-in-the-loop for the robot manipulator to achieve

compliant manipulation?

• For the contact-rich tasks, how to encode the manipulation skill to guarantee robot interaction

with the environment safely, reactively, and compliantly?

• How to develop a teleoperation system to achieve human-robot skill transfer effectively and in-

tuitively?

• How to improve the skill model generalisation ability to novel tasks and environments?

• How to validate the proposed theory and algorithms through real applications, flexible manufac-

turing and medical examination?
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1.4 Research hypothesis

• Robot manipulators can acquire dexterous manipulation skills similar to human beings through

teleoperation-based learning from demonstration.

• Decomposing complex and multi-step manipulation skills into primitive skills during the model-

ing stage, and then merging them into a complex action during the execution stage, can greatly

facilitate human-robot skill transfer.

• Combining the compliant control and learning from human demonstration is necessary for robot

manipulators to perform contact-rich manipulation tasks autonomously.

• Perception information, deep neural network and human-in-the-loop mechanism can improve the

generalisation and robustness of the learned skill model.

1.5 Main contribution and thesis outline

The pipeline of my PhD research project is shown in Fig. 1.1. The introduction, motivation and

objectives of this thesis are introduced in Chapter 1. In Chapter 2, a literature review on manipulation

skills acquisition through teleoperation-based demonstration is carried out, and the motivation and

objectives of this thesis are discussed subsequently. Overall, the main contents and contributions of

this thesis are as follows:

Part 1 introduces the development and controller design of teleoperation systems with multi-

modal feedback, which is the foundation of this project for robot learning from human demon-

stration and generalising to various tasks and conditions.

In Chapter 3, the hardware and software development of the multimodal teleoperation system are

27



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

Learning from demonstration 

Multimodal teleoperation

Challenges and research questions 

Chapter2 Literature review

Background & motivation

Aims and objectives

Contributions & thesis outline

Chapter1 Introduction

Part 1 Literature review & Teleoperation system development 

Hardware system

Software system

Experiment: user study 

Chapter3 Multimodal teleoperation 

Vision based target recognition

Translation and orientation trajectory 

generation

Compliant controller for interaction 

Chapter6 Perception enhanced reactive 

skill generalising  

Part 2  Robot skill modelling & generalising

Translation and orientation skill 

modelling 

RBFNN for  pattern training 

Generalising for moving goal  

Chapter4 Composite and primitive 

skill modelling and generalising

Human interface for online correction

Primitive skill and behavior tree 

modelling

Hybrid force/position controller

Chapter5 Human-in-the-loop method

Multimodal deep NN 

Compliant controller

Generalising on Phantom 

Chapter8 Medical examination 

application

Part 3 Application evaluation & conclusion 

Chapter7 Manufacturing application

composite layup

Human demonstration & data 

collection

Primitive skill library 

Generalising on different 

components 

Limitations

Chapter9 Conclusion and summary

Main contributions 

Future work

Figure 1.1: The structure of the thesis with three parts.
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introduced. First, two human-robot interfaces, including a 3D mouse, haptic devices, force/torque

sensor, EMG armband, depth camera etc., were developed. Second, we designed different controllers

for different interfaces, respectively. Last, we proposed a quantitative evaluation for robot-assisted

ultrasound tasks, including subjective and objective metrics, to compare the performance of different

teleoperation interfaces.

In Part 2, we studied the dynamic movement primitive model, human-in-the-loop method, and

perception-enhanced method to improve the generalisation capability of learning from human

demonstrations.

In Chapter 4, we studied a composite skill modelling method, encoding translation and orienta-

tion motion simultaneously, based on radial basis function neural networks (RBFNNs) and dynamic

movement primitives (DMPs). It is a common constraint in terms of position and orientation simulta-

neously in practice, and the target goal is always changing during the execution, such as human motion

when robots perform ultrasound scanning. The skill modelling method can be applied to these tasks,

requiring the translation and orientation regulation simultaneously and moving target.

In Chapter 5, a human-in-the-loop (HITL) method based on bilateral teleoperation was studied for

compliant manipulation skill learning. It is hard and costly to teach robots skills for all scenarios, thus,

human correction and interaction online for skills update is necessary and significant. The pizza dough

rolling task is used to evaluate the human-in-the-loop method for skill generalising.

In Chapter 6, we investigated perception-enhanced skill learning and generalisation for compliant

interaction. Machine vision and neural networks were used to recognise the deformation and the tra-

jectory generation based on learning from demonstration. The impedance controller in Cartesian space

is used to track the generated trajectory. The dough rolling task was used to evaluate the performance

of the proposed method.
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In Part 3, we evaluate the proposed framework and algorithms through manufacturing (Chap-

ter 7) and robot-assisted medical examination tasks (Chapter 8). .

In Chapter 7, we employed the primitive skill library method and compliant control to conduct a

preliminary evaluation of the robot-assisted composite layup. The performance of the proposed ap-

proach is evaluated through the robot-assisted composite layup on different shapes and orientations of

the components.

Chapter 8 investigated a deep multimodal imitation learning framework for robot-assisted ultra-

sound scanning on the Phantom and human subject. Compared with the conventional imitation learning

method, the deep multimodal imitation learning module owns better generalisation capability for the

generation of reference motion and force commands for different patients. The proposed deep multi-

modal imitation approach is able to significantly improve the success rate of procedure completion.

Chapter 9 summarises the contributions and potential directions of this thesis.
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2 Literature review

2.1 Introduction

In this chapter, we review the progress and challenges of manipulation skill acquisition through teleoperation-

based learning from demonstration. Manipulation skill learning and generalisation have gained increas-

ing attention due to the wide applications of robot manipulators and the spurt of robot learning tech-

niques. Especially, the learning from demonstration method has been exploited widely and successfully

in the robotic community, and it is regarded as a promising direction to realize the manipulation skill

learning and generalisation. In addition to the learning techniques, the immersive teleoperation enables

the human to operate a remote robot with an intuitive interface and achieve the telepresence. Thus, it

is a promising way to transfer manipulation skills from humans to robots by combining the learning

methods and the teleoperation, and adapting the learned skills to different tasks in new situations. This

chapter, therefore, aims to provide an overview of immersive teleoperation for skill learning and gener-

alisation to deal with complex manipulation tasks. To this end, the key technologies, e.g. manipulation

skills learning, multimodal interfacing of teleoperation and telerobotic control, are introduced. Then,

an overview is given in terms of the most important applications of immersive teleoperation platforms

for robot skill learning. Finally, this chapter discusses the remaining open challenges and promising

research topics.

The robot manipulator has been widely used to perform repetitive and simple tasks in certain and

structured environments due to the advantages of low cost, efficiency and safety. Although the manip-
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ulator has been widely used in a variety of disciplines, especially in the industrial domain, it is still

difficult to perform physical in-contact tasks, e.g., manipulating deformable materials (Gao, Zhou, and

Asfour, 2020; Leidner, 2019; Leidner et al., 2019), collaborating with human beings in the same work-

place (Magrini, Flacco, and De Luca, 2015; Kronander and Billard, 2014), working in unknown and

less structured environments (Guan, Vega-Brown, and Roy, 2018; Rodriguez et al., 2019).

(a) Assembly (Rodriguez et al., 2019). (b) Cleaning an arbitrary surface (Gao, Zhou, and As-

four, 2020).

(c) Robot-assisted Echograph (Şen et al., 2016). (d) Valve turning (Ahmadzadeh et al., 2014).

Figure 2.1: Illustrative examples of different in-contact manipulation tasks.

As shown in Fig.2.1, several typical in-contact tasks, including precise assembly (Rodriguez et al.,

2019), cleaning a surface (Gao, Zhou, and Asfour, 2020), robot-assisted echography (Şen et al., 2016)
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Figure 2.2: The structure of the teleoperation system for LfD.

and valve turning (Ahmadzadeh et al., 2014), are presented. When the robot manipulator performs

such tasks, robots not only track desired trajectories but also interact with the environment physically.

The challenges of these contact-rich tasks are attaining the accurate contact model, dealing with the

uncertainty of humans’ behaviours, and the safety of humans etc. All of the scenarios, as mentioned

above, require robots to own human-like and compliant manipulation skills.

Recently, several machine learning techniques, e.g., reinforcement learning (Liu et al., 2020a), imi-

tation learning (Zhang et al., 2018) and transfer learning (Matas, James, and Davison, 2018), have been

successfully employed in robotic skill learning. There exist some review papers to introduce and dis-

cuss these learning methods (Kroemer, Niekum, and Konidaris, 2019). Among the learning methods,

the learning from demonstration (LfD) (also named programming by demonstration, PbD or imitation

learning), is one effective way to transfer manipulation skills from humans to robots (Argall et al.,

2009). According to the demonstration approach, LfD can be divided into three categories: kinesthetic

teaching, teleoperation and passive observation (Ravichandar et al., 2020). Compare with kinesthetic

teaching and passive observation, the teleoperation could provide a multimodal interface interacting
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with the human. Kinesthetic teaching method enables the human to demonstrate by physically mov-

ing the robot through the desired motions. The demonstration quality of kinesthetic teaching depends

on the dexterity and smoothness of the human user, and even with experts, data obtained through this

method often require smoothing or other postprocessing techniques. Besides, kinesthetic teaching is

not applied in some extremely dangerous situations, such as nuclear plant and polluted areas, due to its

requirement of demonstrators being present. Furthermore, the kinesthetic teaching requires the human

teacher to work with robots in the same space, the safety of humans is also a concern. However, the

learning through teleoperation could solve the aforementioned issues effectively. Furthermore, as the

fast development of immersive teleoperation, learning from demonstration through immersive teleop-

eration enables the human demonstrator to teach robots with more natural demonstrations.

Teleoperation has been a key driver for robotic research, and it stems from the pragmatic need

to perform tasks in remote environments (Hokayem and Spong, 2006; Lichiardopol, 2007). After the

decades of development, the teleoperation technology has been widely used in various fields, e.g., space

exploration (Weber et al., 2019), underwater exploration (Havoutis and Calinon, 2019), disaster relief

(Cardenas and Kim, 2019), tele-echography (Santos, Cortesão, and Quintas, 2019), and surveillance

(Theodoridis and Hu, 2012) due to the existence of risks to humans or unreachable physical distance.

A general teleoperation system includes a human operator, leader devices, communication channel,

following robot and perception module etc. It can be divided into unilateral and bilateral teleopera-

tions, depending on whether the perception information is transmitted to the human operator from the

following robot side (Yang et al., 2017b). In such a teleoperation system, the operator’s performance

can be improved by increasing the transparency of the system (Triantafyllidis et al., 2020b).

Currently, the multimodal interfaces, including the Virtual Reality (VR)/Augmented reality (AR)

helmets (Stotko et al., 2019), joystick (Luo et al., 2019b), force/torque sensor (El Saddik, 2007), bio-

34



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

signal sensor (Luo et al., 2020; Yang et al., 2017a), have been developed and integrated into the tele-

operation system, aiming to provide immersive teleoperation and increase overall human performance.

Combining the auditory, haptic and visual information in the teleoperation has been proved a potential

approach to increase the comfort of the human operator and the control performance of remote robots

(Triantafyllidis et al., 2020b). Although many achievements have been done in the teleoperation, there

exist several challenges realizing multimodal teleoperation, e.g., time delay caused by multimodal feed-

back, synchronization control, different configurations between the leader side and the follower side.

This chapter provides a comprehensive literature review on the key technologies, applications and

challenges for robot manipulation skills learning and generalisation via teleoperation based LfD. The

subsequent sections of this chapter are organized as follows. Preliminaries of the teleoperation sys-

tem are presented in Section 2.2. In Section 2.3, the skill representation methods for LfD are intro-

duced. Section 2.4 covers the multimodal teleoperation for LfD. Section 2.5 provides several typical

applications. Finally, Section 8.5 discusses future directions on manipulation skill acquisition through

teleoperation based LfD.

2.2 Preliminaries of multimodal teleoperation

Generally, a multimodal teleoperation system for robot skill learning includes the following parts:

human operator with interactive interfaces, a communication module, teleoperation control and skill

learning and generalisation. The overview of the teleoperation system is depicted in Fig. 2.2, and the

description of each module is explained as follows.

• Multimodal interfaces module. The multimodal interface includes various devices, e.g., haptic

joystick, VR/AR helmet, haptic data glove, Electromyography (EMG) sensor, Mechanomyogra-

phy (MMG) sensor, enabling human operators to teleoperate the follower robot with immersive
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telepresence. In addition, the interaction interface could also gather the sensor signals for LfD

use.

• Communication module. This module aims to guarantee the communication between the leader

side and the follower side, which has a significant impact on the control system due to the time

delay and data package loss. When the multimodal information needs to be transmitted, the time

delay may lead to the instability of control system.

• Teleoperation control module. Since there still exist some control issues in the teleoperation

system (e.g., time delay, synchronization problem, and corresponding issue etc.), the advanced

control frameworks and control algorithms are employed to tackle with these challenges.

• Skill learning and generalizaton module. The robot acquires the human-like manipulation skill

through LfD. The demonstration data collected in the teaching stage will be used to train the skill

model. The acquired skill of robots should be adapted to new situations within a given finite time.

As shown in Fig. 2.3, the key technologies of manipulation skill learning via teleoperation, in-

cluding skill representation, robot skill learning, immersive teleoperation and teleoperation control, are

introduced.

Figure 2.3: Key technologies in human-like manipulation skill learning via LfD and teleoperation.
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2.3 Learning from demonstration (LfD)

2.3.1 The introduction of LfD

LfD could make robot acquire skills from the human demonstration, without much knowledge of

robotics and programming (Huang et al., 2018). It offers a promising approach to transfer and re-

fine tasks from observation of users who are not expert in robotics and computer programming. LfD

provides the novice users with an intuitive method to program robots, which we human already are used

to. The difference of LfD through teleoperation has multimodal interaction interfaces comparing with

the kinesthetic teaching and passive observation. LfD based on teleoperation provides a user-friendly

approach to transfer the skill to robots without much knowledge of robotics and programming. LfD can

be used to transfer high-level symbolic reasoning skills as well as low-level motion skills (Steinmetz,

Nitsch, and Stulp, 2019). There are several LfD learning strategies, such as behavioural cloning and

inverse optimal control, for transferring basic motion skills and extracting the underlying objectives of

optimal actions, respectively. In (Silvério et al., 2018), the task prioritization issue of bimanual opera-

tion of humanoid robot was addressed by the LfD, offering the possibility to carry out more than one

manipulation task at the same time. In (Qin et al., 2019), Qin et al. proposed a skill learning approach

based on LfD for precision assembly robot to realize effective skill transfer from teacher to the robot

through several demonstrations.

Besides, the reinforcement learning (RL) technique is a different robot skill learning framework,

which allows robots to explore novel skills by trial-and-error. Due to the fast development of deep

learning, the RL is attaining a lot of attention from research and industry community. Further, as the

robots are used in various fields, which require a large range of skills that are hard to be programmed,

the advanced and flexible learning framework is necessary. The benefit of robot skills learning through
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imitation is efficient by reducing the search space of feasible solution (Chatzilygeroudis et al., 2019).

Combing reinforcement learning with LfD is a promising approach. In (Kim, Lee, and Kim, 2018),

a skill learning framework integrating LfD and RL has been proposed to learn and generalize robotic

skills. In (Rajeswaran et al., 2017), deep reinforcement learning and demonstrations has been used to

learn complex dexterous manipulation.

2.3.2 Skill representation in LfD

A key research aspect of the robot skill learning and generalisation is the skill representation such that

it can be analyzed and synthesized. Skill representation has a significant impact on the performance

of robot skill learning and adaptation. Most generally, the skill representation approaches in LfD fall

into two categories: the dynamical system method and the probability and statistical method. We will

present detailed introductions of each representation approach in the following content.

In addition, the idea of movement primitive is often employed in the context of complex manip-

ulation skill modelling due to its modularity and flexibility. The core idea of this representation is to

decompose the complex behaviours into a set of movement primitives, which could be reassembled

on demand to produce complex behaviours (Calinon, 2018). Often, such representation can enable the

skill learning and generalisation to adapt to different tasks in new situations and environments. For

instance, a complex trajectory of manipulation is segmented into several movement primitives, and the

dynamical system or the statistical approach then is exploited to model the movement primitives.

38



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

Table 2.1: Comparision of various DS-based methods

Category Characteristics Literatures

SEDS Global asymptotic stability; less ac-

curacy.

(Gribovskaya, Khansari-Zadeh, and Billard, 2011)

(Khansari-Zadeh and Billard, 2011) (Khansari-

Zadeh, Kronander, and Billard, 2012)

Original

DMP

Model is simple; Computational ef-

ficiency.

(Ijspeert, Nakanishi, and Schaal, 2001) (Ijspeert,

Nakanishi, and Schaal, 2002)

DMPP Modeling sensory feedback; Online

adaptation;

(Hoffmann et al., 2009) (Chebotar, Kroemer, and

Peters, 2014) (Pastor et al., 2011) (Rai et al., 2017)

Coupling

DMP

Bimanual operation; obstacle

avoidance.

(Hoffmann et al., 2009) (Gams et al., 2014)

RL-

based

DMP

Better generalisation; robust to dis-

turbance.

(Kober, Mohler, and Peters, 2008) (Kober, Oztop,

and Peters, 2011; Kober et al., 2012) (Kim, Lee,

and Kim, 2018) (Stulp, Theodorou, and Schaal,

2012)

Dynamic system approach (DS)

The studies on the human motion show that the motion planning and execution of human is a coupled

process, and the motion trajectory is generated by the evolution of the dynamic system over time and

space (Bizzi et al., 1984; Kelso, 1995; Todorov and Jordan, 2002). Inspired by these works, the dynam-

ical system approach can be used to robotic motion planning. Such as (Gribovskaya, Khansari-Zadeh,
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and Billard, 2011), a set of non-linear autonomous dynamical systems were used to represent the ma-

nipulator motion, and its parameters were estimated by a mixture of Gaussians. In (Khansari-Zadeh

and Billard, 2011), a stable estimator of Dynamical systems (SEDS) based on Gaussian mixture mod-

els was proposed to learn the parameters of the DS to ensure global asymptotic stability at the target.

This DS-based approach was employed to model various motions, such as playing minigolf (Khansari-

Zadeh, Kronander, and Billard, 2012), human handwriting motion (Khansari-Zadeh and Billard, 2011).

The characteristics of various methods were compared in Table 2.1.

Dynamic Movement Primitives (DMPs) is another framework to realize the movement planning,

online trajectory modification for LfD use, which was originally proposed by Ijspeert et al. (Ijspeert,

Nakanishi, and Schaal, 2001; Ijspeert, Nakanishi, and Schaal, 2002). Recently, it also has been used to

encode different modalities, such as stiffness and force profiles. According to the type of trajectory, it

can be categorized into discrete DMPs and rhythmic DMPs. Take the discrete DMPs as an example,

and it can be formulated as in Eq. (2.1).

τ v̇ =K(g− x)−Dv−K(g− x0)s+K f (s)

τ ẋ =v

(2.1)

where x and v denote the position and velocity of the system, respectively. x0 and g are the start and

goal position, τ is a temporal scaling parameter. K is a spring constant, and D is a damping term.

The non-linear function f depends on the phase variable s, instead of the time. The phase variable is

determined by the canonical system, which often evolves from 1 to 0. The canonical system is given

by,

τ ṡ =−αs (2.2)

where α is a positive gain and s0 = 1 the initial value of s. Notice that s converges exponentially to 0.
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• Advantages of DMPs. Compare with traditional means of encoding trajectories, such as spline-

based decomposition, the DMPs encoding skills has a variety of benefits (Ijspeert et al., 2013).

Firstly, this motion representation can guarantee global stability, because, whatever the parameter

of the function approximator we choose, the DMP is guaranteed to converge towards the target.

In addition, the velocity of motion can be adapted by changing the time constant. The motion

generated by DMPs is robust to strong external perturbations and can be modified on-line by

additional perceptual variables. Furthermore, this approach also facilitates the motion modelling

for multiple degrees of freedom (DoFs) system. They share one canonical system among all

DoFs and maintain only a separate set of transformation systems.

• Limitations of DMPs. However, the original DMPs also has limitations on motion planning in

some situations, e.g., the goal point coinciding with the start point and the goal points distributed

on both sides of the start point. Due to the explicit description of the trajectory dynamics, it

introduces many open parameters as well as the basis functions and its weighting coefficients.

Moreover, it is still difficult to represent the high-dimensional trajectory of interaction tasks for

redundant robots (Huang et al., 2019b). When it is employed to model manipulation skills, the

DMPs needs to represent the sensory signals as well as motion trajectories. These sensor profiles

represent the similar, but different, to different tasks. Thus, it is hard to model the correlation

between the sensory value and the states of robots. In addition, the original DMP cannot achieve

the force control of robots for contact tasks, such as assembly (Han et al., 2019). Therefore,

since the original DMP was proposed, a variety of modified DMPs were proposed to tackle with

limitations as mentioned earlier.

DMPs with perceptual term (DMPP) has been proposed to complete physical interaction tasks,

which require robots to regulate the contact force, torque as well as the desired motion. The perception
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information, e.g., tactile sensing and force profiles, is fundamental for these contact tasks. To take

advantage of the sensory perception, a feedback term was proposed to be integrated into the DMPs

model (Chebotar, Kroemer, and Peters, 2014). The modified DMPs model could be used to track the

desired force profiles in grasping tasks (Pastor et al., 2011). In (Pastor et al., 2011), the authors further

extended the original DMPs for online movement adaptation using the sensory feedback. The specific

DMPs enhanced by previous sensor experience for particular tasks can predict the subsequent task

executions. This DMPs are adaptive and robust to the external perturbations from the environments and

various uncertainty from the sensors; hence it could generate a rich set of trajectories for the complex

tasks. Moreover, the feedback term can be online trained using learning techniques to reactively modify

previously acquired skills (Rai et al., 2017).

Coupling DMPs Some researchers extended the expression of DMPs model or added control

method for realizing obstacle avoidance, interaction with external objects and bimanual operation, a

majority of which added a coupling term based on the basic model. For example, Park and Khansari-

Zadeh et al. took repulsive potential fields as coupling terms into DMPs for obstacle avoidance (Pairet

et al., 2019; Rai et al., 2014). Hoffmann et al., motivated by biological data and human behaviors,

modified DMPs model by adding an acceleration term to avoid collisions with moving obstacle (Hoff-

mann et al., 2009). Composite DMPs was proposed to model both movement and stiffness features

simultaneously to transfer human-like skill from humans to robots (Yang et al., 2018d; Yang et al.,

2018c; Yang et al., 2018a). The coupling DMPs owns better interaction ability than the original DMPs

RL-based DMPs was proposed to increase the generalisation of original DMPs. In (Kober, Oztop,

and Peters, 2011; Kober et al., 2012), RL was exploited to learn a mapping from circumstances to

meta-parameters of DMPs to increase new primitive movements. To generate new bebaviors, Kim

et al.. applied deep RL and a hierarchical strategy to optimize and generalize the skills produced
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Table 2.2: Comparision of various statistical methods

Category Characteristics Literatures

GMM Suitable for high-dimensional in-

put.

(Luo et al., 2019b) (Calinon, Guenter, and Billard,

2007) (Calinon, 2016) (Calinon, 2020)

KMP Suitable for high-dimensional input

and multiple demonstrations.

(Huang et al., 2019b)

ProMPs Better adaptation, but not suitable

for high-dimensional input.

(Paraschos et al., 2013) (Conkey and Hermans,

2019)

HMM Model the correlation between

movement and sensory profiles.

(Lee and Ott, 2011) (Calinon et al., 2010)

HSMM Encode the duration information of

each HMM state and robust to per-

turbation.

(Calinon, Pistillo, and Caldwell, 2011) (Racca et

al., 2016)

by DMPs (Kim, Lee, and Kim, 2018). The reinforcement learning technique is able to efficiently and

robustly optimize the parameters of motion primitives. To further optimize the goal parameters, the path

integrals algorithm was used to simultaneously optimize shape and goal parameters (Stulp, Theodorou,

and Schaal, 2012). In (Kober, Mohler, and Peters, 2008), the authors proposed an augmented DMPs

with a perceptual coupling, which was learned by RL. Compare with the original DMPs, the RL-based

DMPs have better generalisation ability to novel situations.
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Statistical modeling

Since the statistical approaches have the benefit to deal with the inherent noise in any mechanical

system, they have become increasingly popular to model robotic motion. The characteristics of various

statistical methods were compared in Table 2.2.

Gaussian mixture model (GMM) is one of the probabilistic mixture models, which can be used

to represent the variation of human or robot motion. It is very suitable for robotic trajectory learning

since it can adapt to various requirements while maintaining the core probabilistic mixture modelling

strategy. It has been employed to model the joint distribution of input variables and further demon-

strated motions (Calinon, Guenter, and Billard, 2007). For example, GMM was used to model both

movement and force patterns for robot learning impedance behaviours in (Rozo et al., 2013). Usually,

GMM is complemented with Gaussian mixture regression (GMR) (Cohn, Ghahramani, and Jordan,

1996) to retrieve the desired trajectory. To further enhance the extrapolation performance of GMM, the

task-parameterized formulation has been proposed in (Calinon, 2016), which represents local trajec-

tories and corresponding local patterns. In (Luo et al., 2019b), the GMM was utilized to encode and

parametrize the smooth task trajectory to realize a task learning mechanism of the telerobots. More-

over, Calinon extended the GMM to Riemannian geometry to represent robot skills for robot learning

and adaptive control in (Calinon, 2020).

Kernelized movement primitives (KMP) Although a number of advancements have been achieved

to model the robot skill, dealing with unpredicted situations, e.g., unknown obstacles and external

perturbations, and high-dimensional inputs are still challengable. Huang et al. proposed the KMP,

which allows the robot to adapt the learned motor skills and while satisfying various constraints in

the process of task execution (Huang et al., 2019b). Specifically, KMP is able to learn trajectories

associated with high-dimensional inputs by adopting the kernel treatment technique. In contrast to
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approaches relying on basis functions, its model has fewer open parameters, which make the training

of models more convenient.

Probabilistic movement primitives (ProMPs) is a useful skill modelling approach for robot skill

learning from humans and adapts to new tasks and environments. It is a probabilistic formulation of the

movement primitives that maintains a distribution over trajectories (Paraschos et al., 2013). The prop-

erty of conditioning the motion trajectory distribution on the desired point could generalize to new tasks

points. The ProMPs has many good characteristics, such as blending of movement primitives, adaption

to various constraints by conditioning, as well as temporal scaling and modelling the coupling between

different joints. The weight of ProMPs can be learnt from the demonstration data and generalize to

new tasks through probabilistic operations. The ProMPs can also deal with redundant robots’ physical

interaction tasks, which often needs to process various sensory data, such as force/ torque (Paraschos

et al., 2015). This method enables robots to acquire complex motor skills and coordinates the motion

with the perception information. In (Conkey and Hermans, 2019), the authors used active learning

approach and ProMPs to generate a set of primitive skill library, capable of modelling complex skill

over a given space. The active learning approach utilized uncertainty sampling techniques to generate a

random task instance, and the human provides demonstrations for the task instance to enlarge the skill

library. However, Callens et al., pointed out the ProMP motion models can predict motion over a short

time horizon but struggle to predict motion over a longer horizon (Callens et al., 2020).

Hidden Markov Model (HMM) was used to represent the correlation between the motion state

and sensory profiles by encoding a joint-probability density function over the demonstration data (Cali-

non, Pistillo, and Caldwell, 2011). In (Lee and Ott, 2011), the authors proposed a method based on

HMM to generate continuous motion, involving the time information for each state. Combining the

Gaussian regression technique with HMM is suitable for online recognition and continuous trajectory

45



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

generation, avoiding the time lag from pre-or post-processing of the data. Such as in (Calinon et al.,

2010), the framework combining HMM and Gaussian Mixture Regression (GMR) was proposed to

generate a probabilistic model of demonstrated data. A joint probability density function between the

position and the velocity is generated by using HMM, and GMR is used to generalize the learned skills.

Also, since the demonstration from human explicitly define forces and velocities, and implicitly define

stiffness as well as their underlying co-relations with the positions, which are all crucial for the robot

learning. An HMM-based approach is proposed and combining GMR to generate the control variables

via regression (Zeng et al., 2020).

Hidden Semi-Markov Model (HSMM) was used to improve the robotic system’s robustness

against external perturbations in temporal space comparing with HMM (Calinon, Pistillo, and Cald-

well, 2011). HSMM could also be enhanced by the GMR technique to represent the motion trajectory

and force data for in-contact tasks (Racca et al., 2016). Since HSMM-GMR has been proven to be more

dynamic and efficient than the vanilla HMM, it is more suitable to learn and model the correlations be-

tween the motion and other multimodal information by exploiting the collected data. In (Zeng et al.,

2020), the HSMM and GMM were exploited to model the movement and stiffness simultaneously.

2.4 Multimodal teleoperation system

The purposes of exploiting multimodal interface are owing telepresence and assisting in modeling

the human-like manipulation skill for in-contact tasks. A typical multimodal teleoperation framework

discussed in this chapter is shown in Fig. 2.4. The human operator could teleoperate the mobile manip-

ulator, while the multimodal perception information, e.g., video, audio and force, could be fed into the

human side to increase the telepresence of operators.
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Figure 2.4: The structure of the multimodal teleoperation system adapted from (Xu et al., 2020).

2.4.1 The design of multimodal interface

To realize the immersive teleoperation, the design of multimodal interfaces is the premise. Recently,

a number of researchers have proposed various schemes to implement the human-robot-interaction

interfaces for a variety of applications, e.g., assembly, space exploration, teleoperated surgery, tele-

rehabilitation, rescue etc. Generally, the multimodal interfaces mainly involve the haptic modality,

visual modality, auditory modality and other modalities. As visual feedback is the fundamental modal-

ity, it has been well exploited to enhance the telepresence in the immersive teleoperation (Xu et al.,

2018b). In (Stotko et al., 2019), a VR-based teleoperation is implemented to improve the immersion

and situation awareness for live scene exploration. Under the assistance of the deep neural network, a

vision-based interface realizes the end-to-end teleoperation of Shadow Dexterous hand (Li et al., 2019;

Li et al., 2020). The VR headsets and hand tracking hardware are used to naturally teleoperate robots

to perform complex tasks (Zhang et al., 2018).

However, only the visual feedback is unable to complete the in-contact task requiring the force
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control, and the haptic feedback is essential for the in-contact teleoperation. The haptic feedback

has been well studied in the teleoperation. In (Bimbo et al., 2017), the authors proposed a robotic

teleoperation system with wearable haptic feedback for telemanipulation in cluttered environments.

Moreover, the haptic interface is also employed in the precise telemanipulation, such as the surgical

robot, micromanipulation, micro assembly. In addition to the vision and tactile touch, the auditory

information is also utilized to localize the sounding object (Wang et al., 2019).

Although the unimodal feedback can complete basic tasks in structured and predictable situations,

combining these diverse modalities to deal with complex contact task is essential, which is gaining

increasing attention of researchers. In (Lee and Park, 2018), an enhanced teleoperator interface incor-

porating multi-modal augmented reality is proposed to address the dexterous manipulation of heavy

materials. Although some achievements have been achieved in the immersive teleoperation, there still

exist several challenges to accomplish the multimodal teleoperation due to many factors such as the

effects of time delay caused by the communication link, the requirement of high packet rate in the

real-time control loop, and the synchronization of different modalities.

2.4.2 Improving telepresence of teleoperation

The multimodal interfaces in teleoperation aim to provide immersive solutions and increase overall hu-

man performance (Triantafyllidis et al., 2020a). In this review, we focus on the bilateral teleoperation,

where the multimodal information feedback could transmit to the operator to improve the telepresence.

Extensive comparisons (Triantafyllidis et al., 2020b) have been done to show that regardless of task

complexity, using multimodal interface could improve the performance. Research in cognitive psy-

chology also suggests that utilizing multisensory stimuli enhances human perceptual learning (Shams

and Seitz, 2008). Indeed, when we learn from others, we utilize a variety of multimodal information,
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including verbal and nonverbal cues, to make sense of what is being taught.

Teleoperation systems enhanced by haptic feedback enable human demonstrators to perceive the

remote environment and the robot interacting with the environment. The high requirement of packet

rate and stability are challengeable for the teleoperation system with haptic feedback under the time

delay of the communication module. Therefore, several strategies on the integration of communication

and control have been proposed to deal with the above issues. Such as (Xu et al., 2020), reducing

the haptic data and stability-ensuring control strategy is used to guarantee teleoperation’s stability for

practical tasks under the time delay of the communication. The model-mediated teleoperation for

the complex environment is adopted, in which the point cloud model is estimated online to avoid

transmitting irrelevant information (Xu et al., 2014).

2.4.3 Collecting demonstration data for skill learning

In addition to increasing the telepresence of human operator, the multimodal interface contributes to

the high-quality demonstration that is essential to LfD successfully. For some scenarios such as car

driving (Pomerleau, 1989; Bojarski et al., 2016) and helicopter control (Abbeel, Coates, and Ng, 2010),

it is much easier to implement demonstration data collection since the intuitive operation interfaces

for human demonstrators exist. However, it is hard to collect high-quality demonstration data for

manipulators because of the correspondences between the demonstrator’s operational spaces and the

robot configuration (Ravichandar et al., 2020).

As the VR-based teleoperation method maps the observations into actions directly between the

demonstrator and the robot, it can avoid the correspondence issue (Stotko et al., 2019). Also, the

human demonstrator can perceive the remote environment by the VR headset, which could improve the

performance of teleoperation. Moreover, the haptic devices have proved to be an essential interface for
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learning from demonstration.

In (Luo et al., 2019a), the joystick was used to control remote Baxter robot, enabling humans to

sense the contact torque and force. It is essential for the demonstrator to know the feasibility of the

commands against the robot based on the feedback information. Hence, a haptic guidance approach is

proposed, which allows the human teacher to perceive the various constraints on the telerobot.

Touch and visual information are oftern significant for compliant manipulation, such as robot per-

forming in-contact tasks. The haptic and visual feedback are also necessary for contact-rich manipula-

tion tasks in uncertain situations (Lee et al., 2020). A compact representation for multimodal sensory

inputs is attained by using the self-supervision approach to improve the learning efficiency. In (Hogan

and Rodriguez, 2020), the multiple contact modalities are siginificant to the reactive manipulation

skills. In (Falco et al., 2019), the problem of cross-modal visuo-tactile object recognition was proposed

to improve the objection recognition performance.

Most currently, the bio-signal sensors, e.g. EMG and MMG, have been exploited in LfD. It is hard

to learn the human-like skill for physical human-robot interaction tasks if the human impedance feature

is less considered. In (Yang et al., 2018d; Yang et al., 2018c; Yang et al., 2017a), Yang et al. develop

a framework that enables the robot to learn both movement and stiffness features from the human

tutor. In (Zeng et al., 2019), multiple sensor data has been encoded for robot skill learning to achieve

multimodal demonstration learning. In (Yang et al., 2018d), EMG signal was utilized to estimate the

stiffness of human arm in LfD to achieve the human-like skills transfer from humans to the robot. It is

difficult for collaborative robots to learn in-contact tasks, requiring to guarantee the position and force

requirements simultaneously. In (Chua et al., 2020), a multimodal system is built for force-dominant

tasks, which is used to transfer skill from human to robots.
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2.4.4 Teleoperation control

The stabilization of multimodal teleoperation system is essential to achieve manipulation skill learning

through teleoperation. There exist control issues for the bilateral teleoperation to assist the human-

like manipulation skill learning, e.g. teleoperation control, manipulation control. A large number of

control methods were proposed to enhance the performance of teleoperation system (Wang, Chen, and

Di Nuovo, 2020; Yang et al., 2018b).

According to control mode, the teleoperation system can be divided into three categories: direct

control, supervised control and shared control (Luo, He, and Yang, 2020). For the direct control mode,

the follower robot is controlled by human operator directly without autonomous abilities. When the

robot works in the supervised mode, it executes the tasks according to the pre-programmed code, in

which human merely supervise the execution process. However, the shared control is a hybrid strategy,

combing the direct control and supervised manipulation, in which the human operator collaboratively

work with robots based on a mechanism. The shared control framework has been well studied in

human-robot shared manipulation (Aronson et al., 2018; Dragan, Srinivasa, and Lee, 2013; Nikolaidis

et al., 2017; Javdani et al., 2018), robot skill learning through teleoperation (Xu et al., 2018a). For

instance, in (Luo et al., 2019a), a hybrid shared control method based on EMG and haptic device

is proposed to tele-control the mobile robot’s motion and achieve obstacles avoidance. Similarly, in

(Wang et al., 2015), a human robot shared control strategy is developed to realize the autonomous

obstacle avoidance.

Shared control has proved to be a useful approach to designing intuitive teleoperation interfaces for

human operators, which could reduce human operators’ workload when they carry our complex tasks.

Shared control in teleoperation system makes it possible to share the available degrees of freedom of

a robotic system between the operator and an autonomous controller, to facilitate the task for the hu-
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man operator and improve the overall efficiency of the system. The cutting task by robots has a high

requirement of dexterity and safety. Prada et al. exploited geometric virtual fixture approach to assist

with robot cutting. Besides, the shared control strategy has been employed to obstacle avoidance, in

which the human operator only needs to consider the motion of the end-effector of the manipulator

(Wang et al., 2015). Moreover combining the shared control method with the EMG sensor has been

proposed to enable human to teleoperate a mobile robot and achieve obstacles avoidance synchronously

(Luo et al., 2019a). The force feedback based on muscle activation can be transmitted into the human

to update their control intention with predictability. In (Selvaggio et al., 2019), a passive task priori-

tized shared-control method is used to telemanipulate the redundant robots. Further, combining haptic

feedback and guidance with shared control has proved effective for challenging tasks. For instance,

haptic cues can increase situation awareness and effectively steer the human operator towards the safe

execution of some tasks.

Impedance control is a significant control architecture when robots need to interact with environ-

ments or human physical or respond appropriately to unforeseen perturbation. The impedance even

can be adjusted based on various tasks. The variable impedance control is well studied to deal with the

in-contact task under less predive and structured environments. Hogan initially studied the impedance

control for manipulator (Hogan, 1985), and since then, a number of improved methods were proposed

to deal with various challenges of robotic control. In addition, Yang et al. proposed a human-like

learning controller to achieve variable impedance when robots interacting with unknown environments

(Yang et al., 2011). In (Kronander and Billard, 2016), the authors studied the stability considerations

for variable impedance control. Kronander et al. studied the online learning of varying stiffness when

robot learning skill through LfD (Kronander and Billard, 2012).
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2.5 Applications of skill acquisition through teleoperation

Over the last decade, since the immersive teleoperation provides a number of advantages mentioned

above, the multimodal teleoperation system has been widely exploited in different fields. In addition,

the immersive teleoperation provides an intuitive and flexible interface to transfer the complex ma-

nipulation skills, especially robot performing in-contact manipulation tasks under uncertainty and less

structured environments. Many researchers have proposed various intuitive and flexible teleoperation

platforms to realize the robot skills learning and generalisation, as shown in Figs.2.5-2.8. In this sec-

tion, we will introduce several typical applications of the multimodal teleoperation in various domains,

e.g.,assembly, rehabilitation, palpation.

2.5.1 Medical robots

As shown in Fig.5, robots learn palpation skill through human interaction with a haptic device, the

surgeon console. Although the teleoperation originally was designed to address the industrial nuclear

wastes and space explorations, it has been widely utilized in medical surgery. Telemedicine diagnosis

and telesurgery enable the remote and poor areas to access the start-of-the-art medical resources in de-

veloped countries. Especially, in the current situation of pandemics, the potential roles of robotics are

becoming increasingly clear. Teleoperation provides feasible solutions for the remote dexterous manip-

ulation in the medical fields. Specifically, three areas, logistics (e.g., handling of contaminated waste

and delivery), clinical care (e.g., decontamination and telemedicine ), and reconnaissance (e.g., moni-

toring compliance with voluntary quarantines) are identified to make a difference for robot application

in the medical domain. From a technical point of view, to achieve the dexterous manipulation of robot

manipulator in the above applications involves skill learning, robotic control, sensing the environment,
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decision making etc. Although these applications are being actively explored, the actual situation is

still far from the expected scenes. In this context, the teleoperation provides a feasible and effective

solution to tackle with these challenges.

Figure 2.5: Robot learning the palpation skill adapted from (Chua et al., 2020). (a) Setup for the

manipulation of the silicone sample. (b) Human interact with the haptic device. (c) and (d) The task

environment through the surgeon console

After the decades of developments of the medical robot, a number of start-of-the-art teleoperation

platforms for surgery have been developed. For instance, the da Vinci robotic surgical telemanipulator

is a mature and commercialized surgical platform, and it has been utilized in several surgical specialties

for various procedures. It is reported that more than 5,000 da Vinci systems are installed and nearly

6 million procedures performed by the end of 2018 (Black, Hosseinabadi, and Salcudean, 2020). The

da Vinci system used in the clinic is not equipped with haptic feedback, although the haptic feedback
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is significant to improve the teleoperation performance (Saracino et al., 2019; Freschi et al., 2013).

However, researchers try to use the force/torque sensors to detect the interaction force to provide the

surgeon’s haptic experience (Black, Hosseinabadi, and Salcudean, 2020). Besides, a deformation tactile

feedback device is developed to provide haptic to the teleoperators, which can be integrated into the

da Vinci surgical teleoperation system (Quek, Provancher, and Okamura, 2018). Its effectiveness of

improving teleoperation manipulation performance has been evaluated by comparison experiment; 20

participants carried out manipulation tasks using deformation tactile feedback, force feedback and the

combination of both feedback respectively. The performance of teleoperation with all feedback is better

than the one without haptic feedback.

To further increase the teleoperation performance of surgical robotics, Su et al. proposed an im-

proved human-robot collaborative control scheme, based on a hierarchical operational space formula-

tion of a seven-degree-of-freedom redundant robot, to provide a compliant behavior for the medical

staff (Su et al., 2018; Su et al., 2019).

2.5.2 Industrial robots

Robotic assembly has been widely exploited in manufacture due to the efficiency, safety and low-

cost (Zhu and Hu, 2018), however, achieving highly precise assembly and performing tasks under

unpredicted situations is still open. The robot learning assembly skill through teleoperation is shown in

Fig.6.

A dexterous teleoperation interface based on haptic and visual feedback was proposed to precisely

control and manipulate micro objects (Kim et al., 2001). In (Bolopion et al., 2012), the authors proposed

an intuitive teleoperation system with haptic and visual feedback to realize the telemanipulation of

microspheres (with a diameter of less than 2 um) between France and Germany. The visual feedback
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is used to derive the relative positions between the objects and the tools from the scene, while the

relative information is transmitted through the haptic feedback. Further, due to limitations of the visual

feedback, Bolopion et al. implemented a haptic interface to realize the 3-D micro assembly of spherical

objects (Bolopion et al., 2010).

Recently, combining the machine learning techniques and the multimodal feedback system has been

used to realize the robotic skill learning. In (Qin et al., 2019), a skill learning approach for precision as-

sembly was proposed to realize efficient skill transfer from human to robot through the force and visual

feedback. In order to transfer the human-like manipulation skill, the modulation of human impedance

is essential to deal with tasks under unpredictable and unstructured environments. Therefore, in (Pe-

ternel, Petrič, and Babič, 2018), a human-in-the-loop approach based on a stiffness control interface is

proposed for robots to learn assembly tasks in unstructured environments. As shown in Fig.2.6, this

approach combines the end-effector force feedback with an interface controlled by the human finger

for modulation of the robot end-effector stiffness. Two assembly tasks, sliding a bolt fitting inside a

groove and driving a self-tapping screw into a material of unknown properties were conducted to val-

idate the superiority of this skill learning approach based on multimodal feedback. It should be noted

that multimodal feedback is essential for robot manipulators to transfer micro manipulation skill. In

this regard, multimodal teleoperation is a promising approach for robotic skill learning.

2.5.3 Healthcare - Tele-rehabilitation

Stroke is becoming increasingly common worldwide, and rehabilitation training is an essential part of

post-stroke care. For instance, Baek et al. proposed a wireless active finger rehabilitation approach

based on electromagnetic manipulation for hand rehabilitation (Baek et al., 2017). A bilateral rehabili-

tation training scheme based on the fusion of visual and haptic feedback enables the patient to involve
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Figure 2.6: Robot learning assemby by teleoperation adapted from (Peternel, Petrič, and Babič, 2018).

(a) Experimental setups for slide-in-the-groove assembly task. (b) Human teaching. (c) The au-

tonomous robot operation of the learnt task. (d) Setup for bolt-screwing task.

Figure 2.7: Peg-in-hole by teleoperation adapted from (Xu et al., 2014).

in the rehabilitation training actively (Yu et al., 2016). The tele-rehabilitation has recently gained in-

creasing attention, as it allows a physical therapist to rehabilitate a patient who is far away from the

physical therapist. In (Bae, Zhang, and Tomizuka, 2012), researchers developed a remote rehabilitation

system with motor-assisted devices, and the physical therapist can use the images or data information to

check the patient’s condition by the tele-rehabilitation system. To enhance the telepresence, a bilateral

tele-rehabilitation system with visual and haptic interfaces is used to rehabilitate the human lower limb
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(Kawai et al., 2017). As shown in Fig.8, a healthy hand’s motion is tracked by a leap motion sensor,

and the Omega.7 device is used to assist the impaired hand with force feedback.

Figure 2.8: Tele-rehabilition by multimodal teleoperation adapted from (Yu et al., 2016). (a) The Leap

Motion sensor tracks the motion of a healthy hand. (b) The omega.7 device assists the impaired hand

with force feedback.

2.5.4 Rescue and search

Robots have significant advantages over the human for complex tasks in dangerous environments. The

rescue and search environments are often dangerous and uncertain; there is a risk to their lives if they

enter. For instance, the Fukushima nuclear accident requires robots to work in an unstructured and

uncertain environment, and humans cannot enter as the radiation and toxic contamination. In (Schwarz

et al., 2017), a mobile manipulation robot Momaro has been developed and evaluated in the DARPA

robotics challenges. A teleoperation of a rescue robot has been developed with a gamepad and images

from a camera mounted on a robot (Asami et al., 2016).
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2.6 Challenges and future directions

2.6.1 Manipulation skill modeling

Since the existing encoding methods aim for the structural data modeling, representing the multimodal

demonstration data simultaneously is still open. To end this, the deep neural network technique is a

potential approach. In addition, the demonstration data is often characterized by varied geometries,

such as angular velocity, stiffness and force profiles. It is still difficult to encode these heterogeneous

data. One potential approach is to introduce domain knowledge into the corresponding models. The

framework of Riemannian geometry may be a promising direction to address this issue (Calinon, 2020).

Riemannian manifolds are a powerful tool to represent rigid-body orientations, inertial matrices, ma-

nipulability ellipsoids, or controller gain matrices through exploiting the geometry of non-Euclidean

spaces.

2.6.2 Skill learning through multimodal teleoperation

The synchronization of multimodality is significant in the multimodal teleoperation. If signals of differ-

ent modalities are out-of-synchronization, overall spatial and temporal immersion is reduced. Another

challenging aspect of utilizing multimodal demonstrations is users’ comfort and accessibility. It is not

clear how to acquire highly multimodal demonstrations by placing an overwhelming number of sensors

without burdening the user. Effectively collecting multimodal demonstrations from remote users also

remains challenging (Triantafyllidis et al., 2020b).

The existing methods for teleoperation based LfD are limited to learning from a small number of

prespecified modalities. To effectively learn a wide variety of complex skills, we need methods that
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reason over demonstrations in multiple modalities, identifying the most relevant demonstrations, and

learn from them. The research of how the multimodal information influences the learning performance

is still open.

Another challenge is to transmit multimodal signals, which require high bit rate to teleoperate

remote robots. For instance, the haptic feedback is significant for the contact tasks.

2.6.3 Skill generalisation

Since the working environment is often different and the range of possible tasks that the robot needs

to perform is infinite, it is impossible to teach robots all manipulation skills through LfD. When the

robots work in less structured environments, the robots need to react in a smooth and fast manner to

various perturbations. In this case, it needs to modulate the movement with respect to the situation,

instead of re-planning the whole trajectory. Thus, the robot should own the capabilities to cope with

novel situation by online learning and adaptation. In (Chatzilygeroudis et al., 2019), Chatzilygeroudis

et al. proposed a "micro-data reinforcement learning", where a robot adapts with only a handful of trial

and a few minutes.

In addition, the generalisation of movement primitives to different tasks comes from two sources:

the individual movement primitive and the combination of movement primitives. The generalisation

of each movement primitive arises from integrating the perception into the active planning module.

The combination among the movement primitive library generates complex manipulation planning for

unseen situations.
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2.7 Summary

In this chapter, we reviewed multimodal teleoperation-based LfD to realize the manipulation skill trans-

fer from humans to robots. First, the multimodal teleoperation system for LfD including the human

teacher, multimodal interfaces, remote robots, communication module, robotic control module and re-

mote perception module, was introduced. In order to encode the multimodal demonstration data, we

summarized the skill modelling methods, including the dynamic system and statistical method. In

addition, to achieve the complex manipulation skill transfer from humans to robots, the multimodal

interface plays an important role to enhance the telepresence, improve the performance of demonstra-

tors and gather the demonstration data. We further discussed the design of multimodal interface and

how to integrate it with LfD. Several typical applications of skill acquisition through the multimodal

teleoperation were also presented. Finally, we provided the remaining challenges and future work in

terms of skill modelling, multimodal teleoperation and skill generalisation.
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3 Multimodal teleoperation system develop-

ment and performance evaluation

3.1 Introduction

In this chapter, we developed multimodal-based teleoperation interfaces of human-robot interaction

and collaboration for human-robot skill transfer, which is the foundation of robot skill learning and

generalising study in this project. The teleoperation interface (also named the human-robot interface in

this thesis) provides an effective approach to combine human intelligence and the autonomy of robots,

which can improve the safety and efficiency of the robot. The intelligent and natural interface is signifi-

cantly essential for human-robot interaction and even human-robot skill transfer by allocating the whole

task into human beings and robots, reducing human workload, especially for dexterous manipulation

tasks, such as medical examination (Conti, Park, and Khatib, 2014). Thus, a number of teleoperation

interfaces have been developed for telemanipulation, such as (Lin, Krishnan, and Li, 2019; Luo et al.,

2019a; Conti, Park, and Khatib, 2014; Gholami et al., 2022; Wu et al., 2019; Enayati, Ferrigno, and

De Momi, 2018; Havoutis and Calinon, 2019; Li et al., 2019). However, developing an intuitive and

immersive human-robot interface with multimodal feedback for human-robot interaction and collab-

oration is still challenging, since the different configuration and less transparency between the leader

devices and the follower robots. These days multimodal feedback-based teleoperation systems are stud-

ied, e.g., visual feedback, haptic feedback and audio feedback etc., to help human operators improve
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scenario awareness. However, various teleoperation interfaces make it difficult for system designers

to select a suitable teleoperation interface for their tasks. Although the (Gholami et al., 2022) studied

the quantitative physical ergonomics assessment for the teleoperation interface of industrial assembly

application, the task is a pick-and-place task that is different from the ultrasound scanning. There is a

research gap in comprehensive metrics for medical examination and teleoperation interface study for

robot-assisted ultrasound scanning. Thus, we developed a multimodal-based teleoperation system and

carried out user studies to evaluate the performance of the developed teleoperation interfaces.

3.2 Development of multimodal teleoperation system

This section presents the hardware and software components of the developed teleoperation system for

human-robot skill transfer in this project.

3.2.1 Hardware components

Collaborative robot - Franka Emika Panda

There are many commercial collaborative robots (cobots), such as Baxter 1, Universal Robots (UR)

2, Franka Emika Panda 3, etc. The cobots enable humans to work together with robots in a shared

space safely. Although there are many cobots platforms, they provide different control interfaces for

developer users. For example, Baxter and Franka Emika Panda provide a torque control interface for

development users, which is necessary to implement and study robot control algorithms. While the

UR robot arm only provides position and velocity control interfaces, which is limited for some control

algorithm research, such as impedance control. Thus, to evaluate the control and learning algorithms,

1https://robots.ieee.org/robots/baxter/
2https://www.universal-robots.com/
3https://www.franka.de/
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Figure 3.1: The bimanual collaborative robot arms with 7 DoFs, Franka Emika Panda.

the robot arm, providing torque control interfaces, is more flexible for researchers. In addition, the

research community of a robot arm is also important because an active research and development

community can provide detailed help documents and various open-source libraries.

Franka Emika Panda is a friendly robot for the study of advanced control algorithms and robot skill

learning algorithms. Thus, in our project, 7 DoFs cobots manipulator, Franka Emika Panda, as shown in

Fig. 3.1, was employed to conduct various experiments, introduced in the following chapters. Detailed

parameters and tutorial of Franka Panda can refer to 4. This cobot provides a wide range of low-level

control interfaces, including position, velocity, and torque control. Thus, we can use this robot to study

the various control algorithms, including variable impedance control, shared control, and force control,

etc. In addition, the Franka Emika Panda also provides a software development kit (SDK) 5, libfranka

and Franka Control Interface (FCI) with researchers. The FCI allows the users to access a range of

robot states, model parameters, and log data.

Teleoperation device - SpaceMouse 3D mouse
4https://www.franka.de/
5https://github.com/frankaemika/libfranka
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Figure 3.2: The teleoperation device, 3D mouse.

SpaceMouse 3D mouse6 is a cheap and intuitive device for human-robot interaction (Garate, Gho-

lami, and Ajoudani, 2021), as shown in Fig. 3.2. The compact mouse was originally designed for 3D

navigation in CAD design, which has a 6-DoFs motion sensor and two programmable buttons. The

3D mouse can be programmed in both Linux and Windows systems. The 6-DoF sensor is specifically

designed to manipulate digital objects in the virtual environment. Simply push, pull, twist or tilt the

3Dconnexion controller cap to intuitively control the translation and orientation of the robot arm.

Teleoperation device - Touch and Touch X

As shown in Fig.3.3, haptic devices, Touch 7 and Touch X 8 were employed for bilateral teleop-

eration. The Touch X is suitable for haptic research, which provides more-precise positioning input

and high-fidelity, force-feedback output. Haptic devices allow a user to feel 3D on-screen objects by

applying force feedback on the user’s hand, and the Touch X delivers expanded, true-to-life sensations

with a more fluid feel and lower friction. Its durability, affordability, and accuracy make the Touch X

haptic device ideal for commercial, medical, and research applications, especially when compactness

and portability matter. The touch haptic device has been used in medical research, such as medical

student training.

Electromyography (EMG) armband
6https://www.3dconnexion.com/spacemousecompact/en/
7https://www.3dsystems.com/haptics-devices/touch/features
8https://www.3dsystems.com/haptics-devices/touch-x
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(a) (b)

Figure 3.3: The teleoperation devices, touch and touch X.

Figure 3.4: EMG armband.

We employed Myo gesture armband 9 to estimate the muscle constraction. As shown in Fig.3.4, the

commercial EMG armband was used in this project. The Myoarmband has 8 medical grade stainless

steel sEMG single differential electrodes. The Myo-armband sampled 8 sEMG sensors at a 200 Hz

frequency with a resolution of 8 bit signed and streamed the data through a Bluetooth low energy

connection to the computer where data was recorded. The sEMG data from the Myo-armband is already

notch filtered at 50 Hz to avoid power grid interference.

6-axis force/torque sensor ( F/T sensor)

F/T sensor was employed to measure the interaction force between the end-effector and the en-

9https://www.grattify.com/tech/control-armband
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(a) (b)

Figure 3.5: (a) Force sensor equipped on the robot arm and (b) the embedded computer for data collec-

tion.

vironment, as shown in Fig.3.5. F/T sensor10 was employed to sense the contact force during the

robot-assisted scanning. The communication between the force sensor and the computer is EtherNet.

The measuring range along the XY axis is 100N, and 200N along the Z axis. The range of torque

sensing is 8Nm for X-Y-Z. The force measurement accuracy is 0.01N. Haptic feedback, specifically the

contact force feedback, is based on the measured interaction force.

Depth Camera

RealSense depth camera 11 has been widely used in the robotic community, such as virtual reality

and robot vision, due to the low price and friendly API for researchers. RealSense depth camera was

used to capture the experiment scenarios and provide visual feedback for human operators, as shown

in Fig.3.6. Its sensing range is from 0.3m to 3m, which is suitable for our project. And the RGB frame

10http://www.nbit6d.com/product/656.html
11https://www.intelrealsense.com/depth-camera-d435/
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Figure 3.6: Realsense Depth camera D435.

resolution is 1920*1080, which is enough for our recognition.

Ultrasound scanning machine

For robot-assisted ultrasound scanning experiment, we use two types of commercial ultrasound

machines to conduct experiments on both Phantom and the human body, as shown in Fig.3.7. There

are two types of probes, linear and convex probes. The SONON 300L12 ultrasound probe was used to

scan the Phantom and carotid arteries of human beings.

Phantoms for ultrasound scanning

As shown in Fig.3.8, we used two types of Phantoms for robot-assisted ultrasound scanning experi-

ments. The multi-purpose multi-tissue ultrasound phantom13, from Sun Nuclear company, was used to

conduct the user study experiment. This standard phantom is suitable for teleoperation study to evaluate

the acquired ultrasound images. The homemade phantom can be customised for different features, and

this phantom is cheap for experiments with many times tests. Thus, in the multimodal deep imitation,

we adopted this type of phantom.

Various 3D printing components integrating different parts

In this chapter, we will only introduce the general experimental platforms. We will present the

details and parameters of these components for different experiments in subsequent Chapters.

12http://www.orcamedical.co.uk/product/1/Healcerion-Sonon-300L/
13https://www.cirsinc.com/products/ultrasound/zerdine-hydrogel/multi-purpose-multi-tisse-ultrasound-phantom/
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Figure 3.7: Two ultrasound machines used in this thesis. (a) is for the convex probe, which is used in

the user study. (b) is a wireless ultrasound machine for liner probe, which is used in Chapter 8.

(a) (b)

Figure 3.8: Phantoms for ultrasound scanning. (a) Commercial and standard phantom. (b) Homemade

phantom.

3.2.2 Software tools

In this chapter, we will only introduce the whole software system for the multimodal teleoperation

learning and control system. We will present the details and parameters of different components for
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different experiments in subsequent Chapters. The whole software system is run on the Linux system

14. QT is used for GUI development to visualise the Force/Torque data since the QT is a cross-platform

software.

Robot Operating System (ROS). Robot Operating System (ROS) 15 system was used to integrate

all the systems for different modules.

OpenCV library. OpenCV library 16, a real-time computer vision library, was used to process the

RGB images.

PyTorch. PyTorch 17 library, an open-source machine learning framework, was used to implement

the deep neural network model.

Libfranka. Libfranka 18 is a C++ library providing the low-level control interfaces for the Franka

Panda arm. Libfranka is used to control the robot arm.

SOLIDWORKS and MATLAB. SOLIDWORKS was used to draw the 3D model of various 3D

printing components. MATLAB was used to process the experiment data and plot the figures.

3.3 Control system design

3.3.1 Cartesian impedance controller

The dynamics of the general serial n-DOF manipulator robot in joint space can be modelled as,

M(q)q̈+C(q, q̇)q̇+G(q)+ τ f (q̇)+du = τc + JT (q)Fe (3.1)

14https://ubuntu.com/
15https://www.ros.org/
16https://opencv.org/
17https://pytorch.org/
18https://github.com/frankaemika/libfranka
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where M(q) ∈ Rn×n is the inertial matrix, q ∈ Rn×1 is the joint angle, q̇ ∈ Rn×1 and q̈ ∈ Rn×1 are the

velocity and acceleration in joint space. C(q, q̇)q̇ ∈ Rn×1 represents the Coriolis and centrifugal terms.

τc ∈ Rn×1 is the control torque, and Fe ∈ Rm×1 is the interaction force between the end-effector and

environment, which can be measured by force sensor. J(q)∈ Rm×n is the Jacobian matrix. G(q)∈ Rn×1

is the gravity term. τ f (q̇) ∈ Rn×1 denotes the friction torque. du ∈ Rn×1 is the modelling uncertainty.

We model the manipulation skill in the task space, and thus, we derive the controller in the Cartesian

space. Based on the kinematic equation of the manipulator, we can describe the position, velocity and

acceleration of the end-effector as,

x(t) = f (q) (3.2)

ẋ(t) = J(q)q̇ (3.3)

ẍ = J̇(q)q̇+ J(q)q̈ (3.4)

where f (q) is the feedforward kinematics of the robot manipulator, and x(t) ∈ Rm×1, ẋ(t) ∈ Rm×1

and ẍ(t) ∈ Rm×1 are the position, velocity and acceleration of the end-effector in Cartesian space,

respectively. Considering the above equations and Eq.(3.1), we can attain the robot dynamics in task

space,

Λp(q)ẍ+B(q, q̇)ẋ+Gp(q)+Tf +Du = Tc +Fe (3.5)

Λp(q) = (J(q)M−1(q)JT (q))−1 (3.6)

B(q, q̇) = J̄(q)T (C(q, q̇)−M(q)J̄(q)J̇(q))J̄(q) (3.7)

where Λp(q) ∈ Rm×m is the inertia matrix in Cartesian space, B(q, q̇) ∈ Rm×m is the Coriolis term in

Cartesian space, Gp(q) ∈ Rm×1 is the gravity in Cartesian space; Du ∈ Rm×1 is the modelling uncer-

tainty. J̄ ∈ Rm×n is the dynamically consistent inverse of J ∈ Rm×n, which can be calculated as (Santos

and Cortesão, 2018),

J̄ = M−1(q)JT
p (q)Λp(q) (3.8)
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Gp(q) = J̄T (q)G(q) (3.9)

Tf = J̄T (q)τ f (3.10)

Tc = J̄T (q)τc (3.11)

We design the Tc ∈ Rm×1,

Tc = Tc1 +Tc2 (3.12)

Tc1 = Λp(q)ẍ+B(q, q̇)ẋ+Gp(q)+Tf +Du (3.13)

where Tc1 ∈ Rm×1 is used to compensate for the dynamic force of the robot manipulator.

An impedance controller can be described as,

Ad ẍ+Dd(ẋ− ẋd)+Kd(x− xd) = Fe (3.14)

where Ad = Λp(q) = (J(q)M−1(q)JT (q))−1,

Tc2 = Dd(ẋ− ẋd)+Kd(x− xd) (3.15)

where Tc2 is the impedance controller to track the desired position and compliant interaction with the

environment.

3.3.2 Bilateral teleoperation control

The structure of the bilateral teleoperation control is shown in Fig.3.9. In the bilateral teleoperation,

the dynamics of the leader robot and follower robot in Cartesian space are given,

Mm(qm)ẍm +Cm(qm, q̇m)ẋm +Gm(qm) = um + fh (3.16)

Mr(qr)ẍr +Cr(qr, q̇r)ẋr +Gr(qr) = ur + fe (3.17)
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Figure 3.9: The bilateral teleoperation control structure of Touch X.

where Mm(qm) ∈ Rm×m and Mr(qr) ∈ Rm×m are the inertia matrix, Cm(qm, q̇m) ∈ Rm×m and Cr(qr, q̇r) ∈

Rm×m are the Coriolis and centrifugal terms, and Gm(qm) ∈ Rm×1 and Gr(qr) ∈ Rm×1 represent the

gravity of the leader and follower robots 19 respectively. um ∈ Rm×1 and fh ∈ Rm×1 are the control

input and operator force of leader robot. qm ∈ Rn×1 and q̇m ∈ Rn×1 are the joint position and velocity

of leader robot. The ẋm ∈ Rm×1 and ẍm ∈ Rm×1 are the velocity and acceleration of leader robot in

Cartesian space. ur ∈ Rm×1 and fe ∈ Rm×1 are the control and interaction force of the follower robot.

qr ∈ Rn×1 and q̇r ∈ Rn×1 are the joint position and velocity of follower robot, the ẋr ∈ Rm×1 and ẍr ∈

Rm×1 represents the velocity and acceleration of the follower robot. Impedance control models the

relationship between robot and the environment as a mass-spring-damper system. We designed the

impedance controller in task space for the follower robot,

ur = Kr(xm − xr)−Drẋr (3.18)

where ur is the control command of follower robot, Kr is the stiffness matrix, the Dr represents the

damping matrix. xm and xr are the position of the leader and follower robots, respectively.

19Note the leader robot refers to the teleoperation device, Omni Touch, and the follower robot refers to the Franka robot

manipulator.
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Figure 3.10: The teleoperation control structure by 3D mouse. The contact force is visualised by force

bar on computer monitor.

The force feedback is designed to reflect the force of interaction between the follower robot and the

environment,

um =−Km fe −Dmẋm (3.19)

where um is the control input of the leader robot, Dm is the damping matrix. fe is the interaction force

between the follower robot and environment, Km is the scaling parameter. One advantage of bilateral

teleoperation is that force feedback for the human operator benefits the human-robot skill transfer.

3.3.3 Coordinate frames of the teleoperation control system

There are several coordinate systems in the robot-assisted ultrasound scanning system. We defined the

coordinates used in this work: probe contact frame FC, probe frame FP, force sensor frame FT , end-

effector frame FE , robot base frame FB, touch tip frame FT T and touch base frame FT B, as shown in

Fig. 3.11. For the human demonstration through teleoperation, Touch X was used as the input device.

A teleoperation control mapping algorithm was developed to map the relative pose between Touch tip

frame FT T and the Touch base frame FT B to the relative pose between robot base frame FB and the
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Figure 3.11: The coordinate systems of two teleoperation interfaces.

end-effector frame FE .

3.4 User study experiment

In this section, we conduct several experiments to evaluate the multimodal teleoperation system and

the control system, as shown in Fig.3.12. We evaluate the teleoperation system from two aspects: the

feasibility of shared control system and the intuitiveness of different teleoperation interfaces. In this

study, seven healthy participants of different ages (26 ± 4 years), heights (177.8 ± 12.2 cm), genders (5

males and 2 females) and majors (5 robotics students and 2 students from other majors) will perform the

same task with two different teleoperation interfaces. The whole experimental procedure was conducted

in accordance with the Faculty Research Ethics Committee, and the protocol was approved by the UWE

Research Ethics Committee (UWE REC REF No: FET-2122-59).

To evaluate the proposed framework, we conducted robot-assisted sonography on the standard

Phantom, which is a standard medical examination tool for sonographers. The participants need to
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Figure 3.12: The setup of experimental platform. Haptic teleoperation interface and 3D mouse interface

are used to teleoperate the robot arm to perform the medical examination.

teleoperate the ultrasound probe to approach the Phantom and then scan the Phantom to acquire high-

quality ultrasound images by adjusting the motion and orientation. The teleoperation trajectory is

shown in Fig. 3.13.

After participants have completed the task, participants will be asked to complete the NASA-TLX

questionnaire (Hart and Staveland, 1988). The NASA-TLX questionnaire assesses workload for both

operation modes by giving scores in six areas: Mental Demand (MD), Physical Demand (PD), Tem-

poral Demand (TD), Performance (PE), Effort (EF) and Frustration (FR). All six aspects were divided

into 0-21, with higher scores indicating higher levels of participant satisfaction. Additionally, the data

during the completion of the experiment is recorded and evaluated at the end. The NASA-TLX ques-

tionnaire focuses on assessing the subjective experience of the participants, while the data during the

completion is more focused on the objective performance of the task, such as accuracy, and duration

of the task. As shown in Figs.3.14 and 3.15, the position tracking and orientation tracking by bilateral

teleoperation. The contact force during teleoperation scanning by these two interfaces is presented in

Fig. 3.16. Before the experiment, the desired contact force is 10N. From the contact force results, the
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Figure 3.13: 3D trajectories by tele-sonography.

variance of the contact force by Touch X is larger that the 3D Mouse.
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Figure 3.14: Position trajectory by teleoperation.
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Figure 3.15: Orientation trajectory by teleoperation.
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Figure 3.16: Contact force comparison of two interfaces.
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3.4.1 The learning and task execution time

Touch X 3D Mouse

Learning Process

100

150

T
im

e
[s

]

Touch X 3D Mouse

Task Execution

100

150

T
im

e
[s

]
Figure 3.17: The comparison of the learning time and performing time.

We chose the learning time and task execution time as the evaluation metrics. The learning time can

describe the intuitive’s of the teleoperation interface. The task execution time could represent work ef-

ficiency. The performance of the efficiency of different teleoperation interfaces is an important aspect.

These objective metrics can be used to describe the performance of the different teleoperation inter-

faces. As shown in Fig.3.17, the comparison of the learning and execution time by these two different

interfaces. The learning time of using the 3D mouse interface is less than the Touch X interface, which

means that the 3D mouse is easy to learn for users. In terms of the execution time, the 3D mouse is

larger than Touch X, which means that the work efficiency of Touch X is better than 3D mouse.
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3.4.2 Performance evaluation based on NASA-TLX
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Figure 3.18: The user feedback result.

In the experiment, participants were asked to complete the same task using Touch X and 3D Mouse,

after which they completed the NASA-TLX questionnaire to give scores in six aspects, MD, PD, TD,

PE, EF and FR. The scores are presented in Fig. 3.18 as a box plot, to graphically demonstrate the

maximum, upper quartile, median value, lower quartile, minimum value (shown as horizontal lines

from top to bottom respectively) as well as mean value. In general, 3D Mouse users gave lower scores

in more aspects, including MD, PD, TD and EF. The difference in scores can be spotted most evidently

in MD, where the mean value of Touch X (13.4) is almost twice as high as that of 3D Mouse (6.8). The

distinction between Touch X and 3D Mouse in PD and EF is also noticeable, with a difference of 4.2

and 3 correspondingly. On the contrary, participants with Touch X had shown lower scores in PE and

FR, indicating that despite the higher demand and effort of the task, the performance was slightly better

with lower frustration using Touch X.
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3.5 Summary

In this chapter, we introduce the multimodal teleoperation system, encompassing both the hardware

and software components. Additionally, we discuss the communication protocols employed between

various modules. Furthermore, we conduct experiments to assess the performance of the teleoperation

system, including a user study to evaluate the effectiveness of the teleoperation interface. The developed

teleoperation system will be utilized for human demonstration and the study of human-in-the-loop

mechanisms.
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4 Composite and primitive manipulation skill

modelling and generalising

4.1 Introduction

In this chapter, composite dynamic movement primitives (DMPs) based on radial basis function neural

networks (RBFNNs) are investigated for robots’ skill learning from human demonstrations. The com-

posite DMPs could encode the position and orientation manipulation skills simultaneously for human-

to-robot skills transfer. As the robot manipulator is expected to perform tasks in unstructured and uncer-

tain environments, it requires the manipulator to own the adaptive ability to adjust its behaviours to new

situations and environments. Since the DMPs can adapt to uncertainties and perturbation, and spatial

and temporal scaling, it has been successfully employed for various tasks, such as trajectory planning

and obstacle avoidance. However, the existing skill model mainly focuses on position or orientation

modelling separately; it is a common constraint in terms of position and orientation simultaneously in

practice. Besides, the generalisation of the skill learning model based on DMPs is still hard to deal with

dynamic tasks, e.g., reaching a moving target and obstacle avoidance. In this chapter, we proposed a

composite DMPs-based framework representing position and orientation simultaneously for robot skill

acquisition and the neural networks technique is used to train the skill model. The effectiveness of the

proposed approach is validated by simulation experiments.
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4.2 Preliminaries

4.2.1 Radial basis function neural networks (RBFNNs)

The neural network has been proved to an effective approach to robot applications, and much work

on the neural network has been studied, such as the stability of neural network (Peng, Qiao, and Xu,

2002). RBFNNs are a useful tool to approximate nonlinear functions for robot control and robot skills

learning. For instance, RBFNNs is combined with the broad learning framework to learn and generalise

the basic skills (Huang et al., 2019a). RBFNNs are employed to approximate the nonlinear dynamics

of the manipulator robot to improve tracking performance (Yang et al., 2018a; Wang, Chen, and Yang,

2020). Therefore, RBFNNs can approximate the nonlinear forcing term in the DMP framework. Radial

basis function networks consist of three layers: an input layer, a hidden layer with a nonlinear RBF

activation function and a linear output layer. It is an effective approach to approximate any continuous

function h : Rn → R,

h(x) =W T S(x)+ ε(x) (4.1)

where x ∈ Rn is the input vector, W = [ω1,ω2, ...,ωN ]
T ∈ RN denotes the weight vector for the N neural

network nodes. The approximation error ε(x) is bound. S(x) = [s1(x),s2(x), ...,sN(x)]T is a nonlinear

vector function, where si(x) can be defined as a radial basis function,

si(x) = exp(−hi(x− ci)
T (x− ci)) i = 1,2, ...,N (4.2)

where ci = [ci1,ci2, ...,cin]
T ∈Rn denotes the centres of the Gaussian function and hi = 1

/
χ2

i , χi denotes

the variance. The ideal weight vector W is defined as,
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W = argmin
Ŵ∈RN

{
sup

∣∣h(x)−Ŵ T S(x)
∣∣} (4.3)

which minimises the approximation error of nonlinear function. The nonlinear functions in DMPs can

be learnt by RBFNNs from demonstration data. In this work, RBFNNs will be utilised to parameterise

the nonlinear functions in DMPs.

4.2.2 Position and orientation DMP in Cartesian space

DMP is a useful tool to encode the movement profiles via a second-order dynamical system with a

nonlinear forcing term. Robots skills learning by DMPs aims to model the forcing term in such a way

to be able to generalise the trajectory to a new start and goal position while maintaining the shape of the

learnt trajectory. DMPs can be used to model both periodic and discrete motion trajectories. However,

in this work, we will focus on the discrete motion trajectories. Currently, the most research on DMPs

mainly focuses on the position DMPs and its modifications, which can be used to represent arbitrary

movements for robots in Cartesian or joint space by adding a nonlinear term to adjust the shape of

trajectory. For one degree of multiple-dimensional dynamical systems, the transformation system of

position DMP can be modelled as follows (Ijspeert et al., 2013),

τsv̇ = αz(βz(pg − p)− v)+Fp(x) (4.4)

τs ṗ = v (4.5)

where the pg is the desired position, p is the current position; the v is the scaled velocity, τs is the

temporal scaling parameter, αz,βz are the design parameters, generally, αz = 4βz. Fp(x) is the nonlinear

forcing term responsible for tuning the shape of trajectory. The Fp(x) can be approximated by a set of
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radial basic functions,

Fp(x) =
∑

N
i=1 ψi(x)wi

∑
N
i=1 ψi(x)

x(pg − p0) (4.6)

ψi(x) = exp(−hi(x− ci)
2) (4.7)

where ψi(x) is a Gaussian radial basis function with the centre ci and width hi; p0 is the initial position,

and wi is the weight learning from demonstration. The phase variable x is determined by the canonical

system, which can be represented as follows,

τsẋ =−αxx, x ∈ [0,1] ; x(0) = 1 (4.8)

where αx is a positive gain coefficient, τs is the temporal scaling parameter and the x0 = 1 is the

initial value of x, which can converge to 0 exponentially. For the multiple degree-of-freedom (DoF)

dynamic system, each dimension can be modelled by a transformation system, but they share a common

canonical system to synchronise them.

The orientation DMP has been first proposed by (Ude et al., 2014), which is vital to robot learning

and control. The orientation in DMP is often represented by rotation matrix or quaternions. For exam-

ple in (Koutras and Doulgeri, 2020a), the unit quaternions are used to model the orientation, and the

unit quaternion set minus one single point also has been proved to be contractible (Karlsson, Roberts-

son, and Johansson, 2018). This property of the unit quaternion set could guarantee the convergence of

orientation DMPs. In addition, as the quaternion formulation has less variable than the rotation matrix,

it has been used widely in the orientation representation for robot learning and control. In (Ude et al.,

2014), the unit quaternion-based transformation system can be described as,

τsż =−αz(βz2log(qg ∗ q̄)− z)+Fo(x) (4.9)
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τsq̇ =
1
2

 0

z

∗q (4.10)

where q ∈ S3 denotes the orientation as a unit quaternion, qg ∈ S3 represent the final orientation, ω

denotes the angular velocity, z = τsω ∈ R3 is the scaled angular velocity, ‘*’ denotes the quaternion

product, q̄ represents the quaternion conjugate which is equal to the inverse quaternion for unit quater-

nions and 2log(q2 ∗ q̄1) ∈ R3 denotes the rotation of q1 around a fixed axis to reach q2. The forcing

term Fo(x) ∈ R3 for each DMP will learn the desired orientation skills from the demonstration data.

4.3 Composite position and orientation dynamic movement prim-

itives

Currently, the separate position or orientation DMP has been studied widely (Liu et al., 2020b); how-

ever, research on the composite DMPs, modelling the position and orientation simultaneously, is not

common. In real practice, most manipulation skills often mix the position and orientation skills, which

requires robots to satisfy the specific position constraints as well the orientation for many tasks, such as

polishing, spraying, assembly (Wen and Chen, 2020; Huang et al., 2020). In addition, for human-robot

interaction tasks, such as two partners collaborating an object handover interaction, the target position

is always changing. It is still open to guarantee various orientation requirements. Inspired by the im-

provement in the orientation DMP, the proposed framework has great generalisation and adaptability to

novel tasks and situations. Studying on the DMPs to handle the moving goals is also vital to the prac-

tical application. Therefore, we propose the composite DMPs, coupling the position and orientation

modelling in a framework, and the RBFNNs are used to learn the nonlinear term in models.
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4.3.1 The composite DMP formulation

Figure 4.1: The structure of human-robot skill transfer using the composite DMP model.

As shown in Fig. 4.1, the manipulation skill modelled by position and orientation DMPs consisted

of recoding the demonstration data, training the RBFNNs and reproducing the skills. The demonstra-

tion data include the position and orientation trajectories, and the output of skills reproducing is the

reference of position and orientation trajectories associated with specific tasks. The canonical system

is used to coordinate the position and orientation constrains in the composite DMPs. The nonlinear

forcing terms associated with each DMP are trained by using RBFNNs from the position and orienta-

tion demonstration data. Six RBFNNs are used to parameterise the nonlinear functions for position and

orientation DMPs, respectively. After the DMPs have learned the demonstration, the dynamic and mul-

tiple constraints can be guaranteed: (1) the goal and initial position and orientation can be changed; (2)

the targets can be moved, the velocity profiles of DMP output will keep in a safe bound; and (3) the re-
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quirements of position and orientation can be achieved simultaneously. The position DMP formulation

can be described as,

τsv̇ =−αz(βzep + v)+diag(pg − p0) fp(x) (4.11)

τsėp = v (4.12)

where ep = pg − p ∈ R3 is the position error and v ∈ R3 is the scaled velocity error. The αz,βz are

positive gains, and fp(x) is trained by RBFNNs for each orientation coordinate. The system is trained

using a demonstration from the initial position p0,d to the stationary goal pg,d with temporal scaling τd .

The orientation DMP formulation can be described as (Koutras and Doulgeri, 2020a),

τsż =−αz(βzeo + z)+diag(qg ∗ q̄0) fo(x) (4.13)

τsėo = z (4.14)

eo = 2log(qg ∗ q̄) (4.15)

where the eo is the quaternion error, z is the scaled quaternion error velocity. ∗ denotes the quaternion

product. To obtain the orientation, we solve equation (15),

q = exp(
1
2

eo)∗qg (4.16)

The angular velocity is,

ω = 2vec(q̇∗ q̄) (4.17)

where the q̇ can be obtained by the following equations,

q̇ =−1
2

q∗ q̄g ∗ Jlogq(qg ∗ q̄)ėo ∗q (4.18)
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ėo =−2Jq(qg ∗ q̄)(qg ∗ q̄∗ q̇∗ q̄) (4.19)

Inspired by the work (Dahlin and Karayiannidis, 2019), the temporal scaling can be adjusted based

on the task and the velocity constraints. The target position and velocity update the shared temporal

parameter in the position and orientation DMPs, and it may be described as (Koutras and Doulgeri,

2020b),

τ̇s=−γ(τs−τa)+τ̇a (4.20)

where the γ is a design parameter, τa is determined by

τa =
∥e∥
∥ed∥

∗ τd (4.21)

e =
[
eT

p , eT
o
]T

ed =
[
eT

p,d , eT
o,d

]T
(4.22)

where the ep is the position error between the goal and the initial point, eo is the orientation error

between goal and start. The ep,d is the position error between the goal and the initial point in the

demonstration, eo,d is the orientation error between the goal and start in the demonstration. τd is the

temporal scaling coefficient in the demonstration. The temporal parameter update law has been proved

to converge to the moving goals in (Koutras and Doulgeri, 2020b).

4.3.2 The training of DMPs by RBFNNs

Take one dimension for position and orientation DMP as examples. The nonlinear forcing terms of

position and orientation DMP can be approximated by RBFNNs respectively,
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fp(s) = ∑
i

wi
pψ

i(s) (4.23)

fo(s) = ∑
j

w j
oψ

j(s) (4.24)

wi
p,w

j
o are the weight coefficients, ψ i(s) and ψ j(s) are the Gaussian activation functions, defined as,

ψ
i(s) = exp(−hi(s− ci)2) (4.25)

ψ
j(s) = exp(−h j(s− c j)2) (4.26)

In the demonstration phase, one position trajectory pd, ṗd, p̈d is recorded, from starting position p0,d , to

the target position pg,d . According to the position DMP transformation system and the demonstration

data, the desired force function is,

f d
p (s) =

1
pg,d − p0,d

(τ2
d p̈d −αz(βz(pg,d − pd)− τd ṗd)) (4.27)

where the τd is the temporal scaling during demonstration. Similarly, the force term in the orientation

DMPs can be described as,

f d
o (s) = (diag(2log(qg,d ∗ q̄0,d)))

−1

∗(τ2
d ω̇d −αz(βz(2log(qg,d ∗ q̄d)− τdωd)))

(4.28)

The following error function between the desired force term and the approximated value is the

objective function of the optimisation problem, which will be minimised for learning the parameters of

RBFNNs in the DMPs.
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E =
1
2
(( f d

p (s
t)− fp(st))2 +( f d

o (s
t)− fo(st))2) (4.29)

st is the value of s. A gradient descent approach is used to derive the weight update law as (Sharma

et al., 2019),

wi
p(t +1) = wi

x(t)−λ1
∂E
∂wi

p
(4.30)

w j
o(t +1) = w j

o(t)−λ2
∂E

∂w j
o

(4.31)

∂E
∂wi

p
= ( f d

p (s
t)− fp(st)) ∂

∂wi
p
(−∑

i
wi

pψ i(s))

= ( f d
p (s

t)− fp(st))(−ψ i(st))

(4.32)

The weight update law of wi
p is given as,

wi
p(t +1) = wi

p(t)+λ1( f d
p (s

t)− fp(st))ψ i(st) (4.33)

Similarly, the weight wi
o is updated by,

w j
o(t +1) = w j

o(t)+λ2( f d
o (s

t)− fo(st))ψ j(st) (4.34)

The weights in the RBFNNs can be attained through the gradient descent approach and demonstration

data.

4.4 Experimental results

As a complex task can be hierarchically decomposed into different subtasks involving multiple primi-

tive actions and manipulated objects, several basic motion skills could be synthesised to complex tasks.
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Thus, in the chapter, we will conduct several typical motion skills through simulation and experiments.

Omni Phantom is an input device for human-robot skill transfer, which has been used in the teleopera-

tion applications. This haptic device could provide the operator force feedback when interacting with

the objects or the environments. In this chapter, the Omni Phantom is used to acquire training data of

human demonstration in 3D Cartesian space for training the DMP model.

We use Omni Phantom to demonstrate trajectories, including the position and orientation in Carte-

sian space. The Omni is connected through Simulink of MATLAB to collect the demonstration trajec-

tories. Wthen used the demonstrated data to train all DMPs and executed the DMPs with new start and

goal position and orientation. Omni Phantom can record the position and pose of the end. During the

demonstration, both the position and orientation trajectories are recorded, used to train the skill model.

In the execution, we modify the desired task to test the generalisation performance. All the algorithms

and experiments are conducted in MATLAB. The parameters in DMP are shown in Table 1.

Figure 4.2: Six-DoF Omni Phantom.

4.4.1 Spatial scaling of composite DMP

To demonstrate the spatial generalisation ability, we carried out simulation experiments to test the

composite DMPs. When the DMP reproduces trajectory, we set a new goal position; the proposed

DMPs could converge to the desired position. We test the spatial generalisation of DMPs through
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Table 4.1: Parameters in DMP

Parameter Descriptions Value

N Number of RBFNNs 10

αz Coefficient of DMP 60

βz Coefficient of DMP 15

λ1 Learning rate for position 0.1

λ2 Learning rate for orientation 0.15

γ Coefficient for tracking target 2

the task shown in Fig. 4.3, simulating the picking and placing skill in the industrial case. First, we

demonstrate an obstacle-free trajectory from point A to point B for robots. However, when the robot

performs the task, the target moves from Point B to Point C. Our experiment assumes the target moves

from B to C at a constant velocity, which is known. The position DMP could generate one trajectory

online to adapt the dynamic tasks.

In Fig. 4.4, the trajectory generated by DMPs could reach the desired position of the moving

goal even when we learn the DMP using a static goal. (a) shows the human demonstration trajectory

and trajectory reproduced by DMP. Although the goal is moving, the trajectory generated by DMP

maintains the shape of the demonstration. The red dash line in (c) represents the target velocity, and the

green line is the velocity trajectory generated by DMP. From the (d), it can be seen that the temporal

scaling parameter τs is increasing. In the beginning, since the target velocity is relatively high, the

rate of change of τs is also relatively large, until it decreases to zero. When the target does not move,

the τs does not change. Since the temporal scaling coefficient is tuned based on the goal’s position

and velocity, it could achieve the target and maintain the demonstrated shape. In original DMP, the
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(a) (b)

Figure 4.3: (a) Represents the human demonstration from Point A to Point B; (b) represents the target

goal moving from Point B to Point C.

temporal scaling parameter is fixed; hence, it is hard to deal with the dynamic perturbance, such as

the moving target and the stopping by an obstacle. Therefore, the composite DMP could adapt to a

dynamic environment and tasks based on the position and velocity of the goal.

4.4.2 The temporal scaling of orientation DMP

It often requires robots to satisfy the orientation requirements when the robot coordinates with humans

or other robots in the industrial application. To demonstrate the temporal scaling ability in the orien-

tation of composite DMP, we modify the execution duration when DMP is reproducing the trajectory.

As shown in Fig. 4.5, a human demonstrates how to change Omni’s orientation from (a) to (b) and

the demonstration data are recorded for training the orientation DMP. In reproduced period, we set the

duration time as twice, and the result is shown in Fig. 4.6.
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Figure 4.4: In (a), the blue line is the human demonstration trajectory; the green line is the reproduced

trajectory by DMPs; the red dash line represents the moving target. (b) The position trajectory gen-

erated by demonstration and DMP; the red dash line is the goal’s position trajectory. (c) The velocity

trajectory generated by demonstration and DMP; the red dash line is the goal’s velocity trajectory. (d)

Provides the evolution of the temporal coefficient and its derivative.

From the (a) in Fig. 4.6, we can find the orientation DMPs can be scaled temporally, and since the

execution time is longer, the angular velocity is slower than the demonstration one. The orientation

scaling could be achieved by adjusting the temporal parameter. When the temporal coefficient τs is
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(a) (b)

Figure 4.5: Human demonstrating to changing the pose of the Omni from (a) to (b) through the three

orientation joints (red arrow).

twice, the execution time is double, and the trajectory shape is maintained. Also, from the (b), the

angular velocity trajectory has the same pattern with the demonstrated one, when modifying the execu-

tion time. The trajectory is also smooth and can be adjusted temporally based on the task requirement

and perception information on the external environment. This property could be used to adjust the

orientation dynamically and satisfy the orientation requirement. When the DMP couples the position

and orientation, the temporal coefficient is adjusted based on the position and orientation tasks, and the

external environment.

96



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

0 5 10 15 20 25
0

1

2

0 5 10 15 20 25
-1

0

1

0 5 10 15 20 25

-1

-0.5

0

(a)

0 5 10 15 20 25

0

0.5

1

0 5 10 15 20 25

0

0.2

0.4

0 5 10 15 20 25

-0.2

-0.1

0

(b)

Figure 4.6: (a) Pose of Omni: the blue line is the demonstration trajectory; the green one is the output

of DMP when the execution time is set twice the demonstration one; (b) provides the angular velocity

generated by demonstration and DMP

4.4.3 The performance of composite DMP for a moving goal

For the tasks with position and orientation constraints, the composite DMPs between the position and

orientation are necessary. Test the performance of composite DMPs to the tasks requiring the position

and orientation simultaneously. For this case, we first demonstrate a trajectory involving the position

and orientation and then train the composite DMPs using the demonstration data. During the reproduc-

ing stage, the DMPs need to generate position and orientation trajectory for the moving goal and satisfy

the orientation constrains. The performance of reaching a moving target with orientation constraint can

be found in Fig. 4.7.

Through (a) and (b) in Fig. 4.7, the trajectory generated by DMPs could reach the moving goal with

the desired orientation. Due to the moving goal, the temporal scaling τs is increasing. Although the

target has a constant velocity, the shape of position and orientation is consistent with the demonstra-
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Figure 4.7: (a) 3D trajectory. The blue and green lines in (b) show the demonstration and DMP trajec-

tory in each direction; the red dash line is the goal trajectory in XYZ directions. (c) The orientation

error between the current orientation and the goal orientation. (d) provides the evolution of the tempo-

ral coefficient and the phase variable x with time.

tion. Due to the goal’s velocity, the temporal scaling is increasing, which guarantees the velocity shape

is similar to the learned pattern. The position and orientation constraints are satisfied simultaneously.

For the composite DMP, because the goal’s motion information could influence the temporal scaling

and phase variable, it could influence the trajectory shape. The position and orientation could be cou-
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pled and adjusted based on the task and the external environments through the temporal scaling. The

proposed composite DMP considers the moving goal and the orientation requirements simultaneously.

4.5 Summary

This chapter proposed composite DMPs, coupling the position and orientation representation simulta-

neously and using the RBFNNs to approximate the nonlinear forcing term in DMPs. The composite

DMPs can track moving goals and guarantee the velocity stays in a safe range. The generalisation

performance of temporal and spatial scaling is validated through several primitive skills. Additionally,

this approach can be applied in cooperation manipulation tasks involving bimanual manipulators.
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5 Human-in-the-loop method for compliant skill

learning and generalising

5.1 Abstract

Adapting to unexpected events and dynamic environments is essential for the robot manipulator while

executing physical contact-rich manipulation tasks, such as rolling pizza dough and medical examina-

tion. In this chapter, we proposed a novel framework combining learning from demonstration (LfD) and

human experience to enhance the safety and adaptability of robot manipulation. Dynamic movement

primitives (DMPs) are employed for manipulation skills learning from demonstrations, and human

correction is studied to update the pre-trained DMPs skills model. We conducted experiments on the

Franka Emika Panda Robot with pizza dough rolling tasks, as shown in Fig. 5.1. The dough’s varying

hardness demands the roller to interact with different forces. Humans can naturally adjust force and

motion during this task. The robot manipulator also needs to adjust its force and motion to achieve

successful manipulation simultaneously. The results demonstrate that the proposed framework could

effectively improve the performance of physical contact-rich tasks, and the human correction through

the teleoperation method provides a potential solution for advanced interaction tasks with complex and

dynamic physical properties.

The main contributions of this chapter can be summarized as follows.

• We developed a hybrid control architecture for a bilateral teleoperation system that includes

100



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

Figure 5.1: Rolling the pizza dough.

hybrid force and position control as well as impedance control to achieve compliant skill transfer

from humans to robots.

• The teleoperation-based system allows human operators to correct the behaviour of the au-

tonomous robot. The updated behaviour is employed to update the pre-learned compliant skills

model.

• The proposed solution, as shown in Fig. 5.2, is evaluated on the pizza dough rolling of different

hardness. The updated skill model can increase the performance of the dough rolling, including

the success rate and uniform force on the dough. This solution also has the potential to extend to

other contact-rich tasks, such as medical scanning.
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Figure 5.2: The overview of the proposed framework. The visual and force feedback provided percep-

tual information to the human operator. The control system consists of impedance control and hybrid

force and position control to generate the joint torque. More details of the control system can be found

in Fig.5.3. The skills learning module encodes the manipulation profile fe, pc in Cartesian space and

generates desired pose pd . The teleoperation module monitors the process and provides human correc-

tion ph when necessary.

5.2 Preliminary of robot control

5.2.1 Robotic dynamics and control

The dynamics of the general serial n-DOF manipulator robot in Cartesian space can be modelled as

(Zeng et al., 2021),

M(q)ẍ+C(q, q̇)ẋ+G(q) = fc + fext (5.1)

where the M(q)∈ Rm×m is the inertia matrix in Cartesian space, the C(q, q̇)∈ Rm×m is the Coriolis term

and G(q) ∈ Rm×1 represents gravitational force. fc ∈ Rm×1 is the control force and fext ∈ Rm×1 is the
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interaction force with the environment. q ∈ Rn×1 and q̇ ∈ Rn×1 represent the joint position and velocity,

respectively, and the ẋ ∈ Rm×1 and ẍ ∈ Rm×1 are the velocity and acceleration of the robot end-effector

in Cartesian space.

For the bilateral teleoperation system, the dynamics of the leader robot can be described as (Michel

et al., 2021),

Mm(qm)ẍm +Cm(qm, q̇m)ẋm +Gm(qm) = fm + fh (5.2)

where Mm(qm) ∈ Rm×m is the inertia matrix of leader robot, Cm(qm, q̇m) ∈ Rm×m is the Coriolis and

centrifugal terms and Gm(qm) ∈ Rm×1 represents the gravitational force. fm ∈ Rm×1 and fh ∈ Rm×1 are

the control and operator force, respectively. qm ∈ Rn×1 and q̇m ∈ Rn×1 are the joint position and velocity

in the joint space, respectively, the ẋm and ẍm represents the velocity and acceleration of end-effector in

Cartesian space. Similarly, on the remote manipulator side, the dynamics of the follower robot can be

described as,

Mr(qr)ẍr +Cr(qr, q̇r)ẋr +Gr(qr) = fr + fe (5.3)

where the Mr(qr) ∈ Rm×m is the inertia matrix of the follower robot, Cr(qr, q̇r) ∈ Rm×m is the Coriolis

and centrifugal term and Gr(qr)∈ Rm×1 represents the gravitational force. fr ∈ Rm×1 and fe ∈ Rm×1 are

the control and interaction force executed on the robot, respectively. qr ∈ Rn×1 and q̇r ∈ Rn×1 are the

joint position and velocity in the joint space, respectively, the ẋr ∈ Rm×1 and ẍr ∈ Rm×1 represents the

velocity and acceleration of end-effector in Cartesian space. For both the leader and follower robots,

(Ṁi − 2Ci) for i = {r,m} are skew symmetry, which represents that the remote manipulator and the

leader device are passive respectively. The control command for the remote follower manipulator is

generated by an impedance controller,

fr = Kr(xm − xr)−Drẋr (5.4)

where Kr is the stiffness matrix, the Dr represents the damping matrix. xm and xr are the position of the
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leader and follower robots, respectively. For the leader robot, the force feedback is designed to reflect

the interaction force between the follower robot and the environment,

fm = Km(− fe −Dmẋm) (5.5)

where Dm is the damping matrix. Km is the scaling parameter. The stability of the bilateral teleoperation

system can be proved by passivity analysis (Michel et al., 2021). The bilateral teleoperation could

provide force feedback for the human operator.

5.3 Framework of human-in-the-loop for robot learning

5.3.1 Dynamic movement primitives (DMPs)

DMPs was proposed by Ijspeert to study motor control of humans, which was inspired by the dynamic

systems and human motor control. The essential of DMPs was to encode the manipulation skills by

a dynamic system. For the complex and multi-step tasks, merging the separate DMPs into a complex

manipulation was also investigated (Saveriano, Franzel, and Lee, 2019). DMPs can also be employed

to model multiple DoFs system, each DoF can be modelled separately, and a canonical system achieves

the coupling among these DoFs. For readability, we introduce the DMPs for one degree of multiple

dynamic systems,

τsv̇ = αz(βz(pg − p)− v)+F(x)

τs ṗ = v
(5.6)

where the pg represents the goal position, p represents the current position; τs is the scaling parameter,

the v is the velocity, αz,βz need to be designed, however, these parameters satisfying αz = 4βz. F(x) is

the nonlinear forcing term, which is used to affect the trajectory. Generally, the F(x) can be composed
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of the Gaussian functions,

F(x) =
∑

N
i=1 ψi(x)wi

∑
N
i=1 ψi(x)

x(pg − p0) (5.7)

ψi(x) = exp(−hi(x− ci)
2) (5.8)

A canonical system was used to determine the phase variable x, and the canonical system can coordinate

different DoFs, which can be described as,

τsẋ =−αxx, x ∈ [0,1] ; x(0) = 1 (5.9)

where τs represents the scaling parameter, αx is a positive coefficient, and the initial value of x is

x(0) = 1, which can converge to zero exponentially.

The original DMPs model is used to encode the manipulation skill offline, and it is not suitable for

online skill update. Recently, a sensory-based coupling term was proposed to achieve reactive planning

and control. In addition, the coupling term could be used to avoid obstacles based on the real-time

perception feedback. Inspired by the work (Rai et al., 2017), we proposed a novel formation of DMPs

for robot skill update online through human-in-the-loop,

τsv̇ = αz(βz(pg − p)− v)+F(x)+H(·)

τs ṗ = v
(5.10)

where H(·) is the human interaction terms, which provides a human interface to update the pre-defined

skill online. This human interaction term is activated only in the shared control mode when humans

interact with the execution process since the pre-trained skill cannot generalise to new cases. The H(·)

is approximated by a set of radial basis functions as same as F(x), and the locally weighted projection

regression (LWPR) technique is used to calculate the weights of this term H(·). Moreover, this term is

modified only in the specific DoF, and this interaction term could be updated iteratively.
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Figure 5.3: The architecture of the control system. The required poses and forces are derived from the

skill model and teleoperation. The task interface decouples the tasks to each DoF, and the desired com-

mands are fed to the corresponding controllers. The computed torques from the force and impedance

controllers are combined and provided to the robot.

H(·) =


h(s) γ = 1

0 γ = 0
(5.11)

where h(s) is the output of interaction term trained based on the human correction. γ = 0 and γ = 1

represent autonomous mode and human correction mode, respectively.

For the multi-step tasks, it often needs to merge several DMPs. In this work, we adopt the first

method described in (Saveriano, Franzel, and Lee, 2019), which could guarantee position and orienta-

tion to be smooth. This method requires fewer parameters than other methods, e.g., smooth acceleration

transition, and it is feasible for multi-step merging without high requirement on efficiency.

pne = ppr vne = vpr (5.12)

qne = qpr ωne = ωpr (5.13)

where the pne, vne, qne, ωne are the initial position, velocity, angular and angular rate of next DMP

respectively; the ppr, vpr, qpr, ωpr are for the last DMP. For the orientation control, we adopt the
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unit quaternion based DMPs (Saveriano, Franzel, and Lee, 2019) to model the orientation skills. The

generalisation of orientation skill was not considered in this work; the details of orientation DMPs can

refer to (Saveriano, Franzel, and Lee, 2019).

5.3.2 Hybrid force and position control

Impedance control, proposed by Hogan in 1985 (Hogan, 1985), has been investigated widely for robot

manipulator control, such as compliant control and human-robot interaction etc. The impedance con-

troller is similar to a spring-damper dynamic system, which is used to model the dynamic interaction

between the robot and its environment. This control of dynamic behaviour allows human-robot and

robot-environment safety interaction. In addition, adaptive impedance control has proven an effective

approach to improve control performance during the interaction between robots and the environment

(Zeng, Yang, and Chen, 2020; Michel et al., 2021; Li et al., 2018). The impedance controller can

be implemented in the joint space and Cartesian space. For the tasks of end-effector interaction with

the environment, the impedance controller in Cartesian space is more suitable. We implemented the

impedance control in the task space, and the control law can be described as,

uic =−JT (q)(K∆xt +D∆ẋt + kt) (5.14)

where the uic is the command in joint space generated by the impedance controller, the J(q) is the

Jacobian matrix associated with robot configuration, K and D are the stiffness and damping matrix,

which is used to determine the characteristic of impedance. ∆xt is the position error between the

current position and the desired position; ∆ẋt is the velocity error between the current velocity and the

desired velocity. kt is the feedforward compensation calculated by the dynamic model of manipulator.

The hybrid force-position approach investigates the two reciprocal subspaces: twists and wrenches,

regulating the contact force and simultaneously tracking the desired motion. For the force controller
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part, a proportional-integral method can be stable for a high-stiffness control process. The force con-

troller can be described as (Marin and Weitschat, 2016),

∆ f = ℑee(t)−ℑd(t) (5.15)

u f c = JT (q)[K f p∆ f +K f i

∫
∆ f dt] (5.16)

where the ℑee = ( f T
ee,m

T
ee) is measured wrench of end-effector generated by interacting with the en-

vironment. K f p and K f i are the proportional and integral gains respectively. The fee and mee are the

current force and torque measured from torque/force sensor in this work. ℑd = ( f T
d ,mT

d ) is the desired

wrench, fd and md are the desired force and torque. The command to the robot is the combination of

force controller and the impedance controller. The combined command in joint space uc of the robot to

execute a given task can be,

uc = uic +u f c (5.17)

where the uic is the command generated by the impedance controller, and the u f c is the command

generated by the force controller.

Based on the hybrid force-position controller, the control allocation for motion tracking by the

impedance controller and force control is realized by a task matrix. We defined the task matrix as the

control allocation matrix for the n-DOF to realize the switch among different tasks. We introduce the

position control matrix Mp; hence the force control matrix M f can be described as,

M f = I6 −Mp (5.18)

Mp = diag(si) (5.19)

where the task matrix, M f and Mp, are diagonal matrix, with the si ∈ {0,1}, si = 1 represents position

control in this direction, and si = 0 represents force control in this direction. For example, Mp ∈ R6×6
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is a identity matrix. which represents only position control.

Different controllers are usually used for a multi-step task in different stages, for example, impedance

control in the approaching stage and hybrid force and position control in the rolling stage. It is impor-

tant to design the transition strategy when switching between different controllers to ensure smooth

transitions and reduce jitter. The transition of two mode, u1 and u2, is realized through the linear

interpolation during the transition windows,

u = (1−β )u1 +βu2 (5.20)

where u is the control command during the transition. u1 and u2 are the joint torque in two control

modes, respectively. β=t
/

T and t ∈ [0,T ]. T is the transition window. The linear interpolation allows

for a smooth transition between two different controllers.

5.3.3 Human correction interface

In (Hagenow et al., 2021), the authors proposed a shared control interface to mix human input and

autonomous commands. The modification strategy by human operators can be described as,

x =xn +δy (5.21)

where xn ∈ Rm is the nominal robot state, and δy ∈ S(Rm) is the modification to the robot state variable.

S(Rm) is the correction interface, the input is the modification command, and the output of the correc-

tion interface is the modified task variables. A nominal task model can be learned through demonstra-

tion offline. A corrective command is generated by the human operator based on the observations of

any errors of the robot state or the environment state.

The human-in-the-loop allows humans to intervene autonomous execution of the robot through the

teleoperation input device. The human correction command can be modelled an ordinary differential
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equation about the input of teleoperation device (Hagenow et al., 2021),

δ̈y+bcδ̇y+ kcδy = u (5.22)

where δy represents the human command, kc and bc are the stiffness and damping parameter of the

human correction dynamics, u represents the output of the haptic device.

The force/torque sensor has noise; therefore, it is necessary to filter the measurement data. In this

work, we adopted the Kalman filter to reduce the noise, and the Kalman filter’s update equations can

refer to (Sidhik, Sridharan, and Ruiken, 2021). Other robot state variables, e.g., position and velocity,

are used directly from the data provided by the Franka Control Interface (FCI), without additional

filtering processing.

5.4 Experiments

We evaluated the proposed framework through a typical task in life, rolling pizza dough. This task con-

sists of the interaction of the robot with its environment, a task that requires both appropriate contact

force control and trajectory control simultaneously. In addition, it requires the robot to adapt its be-

haviour to the shape and hardness of the dough. However, the exact hardness of the dough is practically

difficult for robots to attain in advance. The experimental setup is shown in Fig.5.4.

5.4.1 Rolling dough skill transfer through bilateral teleoperation

In terms of the demonstration through teleoperation, we decoupled into two steps, motion skills in the

X-Y plane and force skills along the Z-axis, as shown in Fig. 5.6. First, we teleoperate the robot

to roll the dough through the Touch input device. The translation mapping between the Touch and

the end-effector is direct mapping with a scaling parameter in Cartesian space. And the demonstrated
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Figure 5.4: The setup of experimental platform.

Figure 5.5: (a) The robot rolls the pizza dough with proper force and motion. (b) The robot interacts

with the soft dough with a large force, so the roller gets stuck. In this case, the forces along the X and

Y axes are too large, which means that the task has failed.

trajectory of the end-effector in the X-Y plane is recorded. The demonstration trajectory is used to

encode the nominal skills in X-Y plane motion by the DMPs model. The learned skill can generate

motion trajectories in the X-Y plane for the robot; hence the motion of the robot on the X-Y plane

can be autonomous execution. The autonomous execution in the X-Y plane requires only the current

coordinates and goal coordinates in the X-Y plane.

In the following demonstration, the Touch is used to demonstrate the force control along the Z-axis

alone, while the motion in the X-Y plane is generated by the learned DMPs. In this shared control

mode, the human operator only teleoperates the contact force control, which could reduce the cognitive
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Figure 5.6: The trajectories along the X, Y, Z axes in teleoperation demonstration.

work and improve the accuracy of teleoperation. In addition, this also reduces communication traffic,

which is helpful to reduce the time delay in the human-robot skill transfer, especially for the bilateral

teleoperation in a long distance. The human could demonstrate to the robot the human-like manipula-

tion skill, how to roll the dough only based on the force and visual feedback. To reproduce the learned

skill, we let the robot roll the pizza dough with the same hardness autonomously. The interaction forces

along the X, Y and Z-axis are shown in Fig.5.7.

5.4.2 Robot rolling soft dough

When the robot rolls soft pizza dough, it needs to adjust the contact force according to the hardness of

the dough. It cannot accomplish the task only relying on the learned force skill offline, for example, the

large contact force causing the roller stuck, as shown in Fig. 5.8 and Fig.5.5. Although adaptive force

control may deal with the uncertainty of hardness, it is hard to design a controller to deal with all kinds
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Figure 5.7: The interaction forces along the X, Y and Z axes during the demonstration stage.

of hardness, especially since the properties of the dough are hard to model and attain in advance. In this

case, the human could correct the contact force on top of the learned force skill through a shared control

mechanism. For example, humans can reduce the contact force to generate an appropriate contact force

for soft doughs. The human corrects the contact force based on the interaction force between the roller

and the dough (force feedback via the Touch) and the deformation of the dough shape (visual feedback

via the camera).

We evaluated the learned force skill on a novel dough that is softer than the one used in the demon-

stration phase to evaluate the generalization capability to the different hardness of the dough. As shown

in Fig. 5.8, this is a failed case where the roller is stuck because the contact force is too large. Because

the roller only moves along the Y-axis, we provide the motion along Y-axis and contact forces along

Y-axis and Z-axis. The force along the Y-axis is too large, which means the task fails, and the roller is

stuck. In addition, we tested on a novel dough, which is stiffer than the one used in the demonstration.

However, the robot could not accomplish the task in the given time, and it needed more time to roll

113



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

0 10 20 30 40 50 60 70

-0.02

0

0.02

0.04

0 10 20 30 40 50 60 70
-10

0

10

0 10 20 30 40 50 60 70
-10

0

10

Figure 5.8: The robot fails on the soft dough with learned force skill. The trajectory along Y-axis and

the interaction forces along the Y-axis and Z-axis. The force along the Y-axis ( direction of motion) is

larger than 6N (normally, the force should be within 3N), which means that the roller is stuck.

because the contact force was too small. In these cases, human correction is very useful to update the

force skills. Compared to previous work, the human-guided method to update the skills model is more

efficient. In addition, the human-guided method can also ensure safety.

For the above case, the human corrects the contact force on top of the autonomous commands (nor-

mal force) to generate an appropriate contact force for the soft dough. The contact force perceived by

the force sensor is recorded to update the force skill model. The difference between the corrected con-

tact force and the nominal force skill is used to train the human interaction term H(·) in the DMPs. As

shown in Fig.5.9, for the soft dough, the force along the Y-axis is less than 1N, and the corrected con-

tact force along the Z-axis is around 2N. In this work, although we showed the human operator correct

the contact force alone through the human-in-the-loop mechanism, this method can also be employed

to update other variables, such as the orientation and motion, to meet some specific requirements in
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Figure 5.9: The human corrects the contact force along the Z-axis through teleoperation online for the

soft dough. The contact force along the Y-axis is less than 1 N, and the contact force along the Z-axis

is less than the contact force for stiff dough (around 5N).

contact-rich applications.

We test the updated skill model with another soft dough. As shown in Fig. 5.10, the robot can roll

the new soft dough autonomously. The contact force along the Y-axis is less than 2N, which means that

the task is successful. Moreover, the motion pattern along the Y-axis is reproduced, which is similar to

the learned pattern in the demonstration. Hence, the updated force skill can succeed in the novel doughs

with soft hardness. In addition, the novel skills for soft dough can be put into the skill library as a new

skill. This online correction and learning mechanism can expand the skill library built offline. This

framework provides a solution to correct the robot’s behaviour online through the developed interface,

and the modified behaviour can be learned to update the skill library.
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Figure 5.10: Success on the soft object. The trajectory along Y axis and the contact force along Y and

Z axis. The contact force is reduced to roll on the soft dough.

5.5 Summary

In this chapter, we developed a bilateral teleoperation system that includes a haptic device, collabora-

tive manipulators, and force sensors etc. This system can be used to transfer contact-rich skills from

humans to robots in a remotely feasible manner. It can also provide a human interaction interface for

the human operator to interact and correct the robot’s behaviour on top of the autonomous commands.

Manipulating deformable objects by robots such as dough and medical scanning is challenging, espe-

cially since the interaction process is hard to model in advance. These tasks often include dynamic

skills learning, such as force and stiffness, as well as kinematic skills. Therefore force feedback is

essential for these tasks. In addition, in some cases, humans cannot enter hazardous environments.

The teleoperation-based human-robot skill transfer provides the solution to deal with this problem. We

adopted rolling dough as a task to evaluate the performance of this solution, and the results show that

the solution can deal with the uncertainty of the soft object.
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In the beginning, the human could teach the robot to roll pizza dough through the shared control

framework. To deal with the soft pizza dough, the human could correct the force command on top

of the nominal skill output. And the correction profiles are used to update the pre-learned skill. The

updated skills are put into the skill library. Compared with work (Hagenow et al., 2021), we exploited

the correction behaviour and provided the skill updated mechanism based on the improved DMPs

model. In addition, unlike the DRL method, the human-guided skill learning and updating approach

is more efficient. Especially in some cases, it is not feasible to try and update the skill model, such

as medical scanning. The human-in-the-loop mechanism involving the human ensures safety, and the

human interaction will benefit the robot skill learning.
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6 Perception enhanced contact-rich manipu-

lation skills learning and generalising

6.1 Abstract

This chapter studied a vision-based reactive adaptation method for contact-rich manipulation tasks. For

contact-rich tasks that involve deformable objects with unknown properties, such as pizza dough, com-

pliant interaction is essential. However, the generalization capabilities of learning from demonstration

(LfD) for such tasks remain challenging, particularly for unknown and dynamic tasks. Therefore, this

chapter investigates the use of vision and force-based perception feedback to enhance the generalization

of the LfD. To this end, a computer vision algorithm was developed to recognize the object’s shape and

calculate the deviation between the desired shape and the current shape. The deviation of shape adjusts

the parameters of learned primitive skills encoded by dynamic movement primitives (DMPs). The pro-

posed method’s performance was evaluated by rolling the pizza dough as the typical case, wherein the

shape and thickness of the dough can be made to the desired shape and thickness. The contributions of

this chapter can be summarized as follows:

• Vision-based deformation-aware method was investigated for deformable object manipulation

to achieve the target shape. Comparing our previous work (Si, Guan, and Wang, 2022), we

investigated subgoal decision strategy based on shape recognition and deviation from the target

shape.
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• In addition, to manipulate the deformable dough, a compliant controller was designed to track the

trajectories generated from LfD. We integrated the learning from demonstration and compliant

control for deformable objects in a unified framework.

• We adopted pizza dough stretching tasks as an evaluation case on a real robot, and the pizza

dough’s shape and thickness are the evaluation criteria.

6.2 Introduction

Collaborative robots have attracted significant attention in both academic and industrial communities.

Various cobots, such as the Baxter robot and Franka Emika Panda, have been employed in numerous

fields, including manufacturing, medical examinations, and home service (Si, Wang, and Yang, 2021a).

Despite their widespread use in industry, interacting with deformable objects such as textile cloth, soft

and deformable food in the kitchen, and human tissue remains challenging (Matas, James, and Davison,

2018; Hu, Sun, and Pan, 2018; Si, Guan, and Wang, 2022). This difficulty arises due to the lack of

an accurate model of the object and the unknown properties of the deformable objects. However,

deformable objects, including cloth, fruits, and even human bodies, are ubiquitous in daily life, and

interacting with such objects is commonplace (Racca et al., 2016). Therefore, robotic manipulation of

deformable objects has gained substantial attention from both academic and industrial communities.

Deformable object modelling and control have been studied extensively in the literature, with a par-

ticular focus on pizza dough manipulation (Kim et al., 2022; Gutiérrez-Giles et al., 2019; Petit et al.,

2017; Satici et al., 2016). Siciliano et al. provided a comprehensive investigation of pizza dough manip-

ulation, encompassing perception, trajectory planning, and controller design for the deformable object

(Kim et al., 2022). Specifically, they studied deformable object modeling and optimized trajectory
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generation for real-time robot control. Robotic manipulation of pizza dough has attracted considerable

attention due to its relevance in the food industry. Stretching dough with a rolling pin is a classic exam-

ple of nonprehensile manipulation, involving manipulation without grasping, such as pushing, flipping,

throwing, and squeezing1. This type of manipulation has also been studied in detail in the context of

pizza dough (Kim et al., 2022).

Vision-based trajectory planning and control methods, such as visual servoing, have been well

studied in the industry (Espiau, Chaumette, and Rives, 1992). However, pure vision-based planning and

control method is hard to manipulate deformable objects autonomously. Due to the complex property

of deformable objects, it is impossible to plan the trajectories of robots in complex tasks manually in

advance. Visual and haptic information provides real-time feedback for online planning and decision-

making of robots working on complex tasks under unknown conditions (Pairet et al., 2019). On the

other hand, with developments in the field of machine learning, deep convolutional networks have

better performance than traditional computer vision methods for visual recognition tasks. Some new

neural network architectures, such as U-net (Oktay et al., 2018; Ronneberger, Fischer, and Brox, 2015),

are capable of accurate segmentation of complex medical images, including cardiac MR segmentation

(Oktay et al., 2018) and lung cancer nodule detection (Ronneberger, Fischer, and Brox, 2015), that can

reach near radiologist level performance.

To tackle with the challenging issue of autonomous manipulation of deformable objects, we pro-

posed a learning and adaptive framework for compliant manipulation of deformable objects, as shown

in Fig. 6.1.

1Note that nonprehensile manipulation refers to manipulation without grasping, such as pushing, flipping, throwing, and

squeezing.
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Figure 6.1: The overall structure of the proposed framework.

6.3 Framework of perception enhanced skills generalising

6.3.1 Vision-based deformation recognition

The vision-based recognition is to detect the outline of the dough on the table and to attain the position

of the dough edge in the robot’s base coordinate system. The camera calibration work is required to

record the robot’s working space in advance. As shown in Fig.6.2, four ArUco markers 2 are placed on

the table at a certain distance from each other. The object needs to be placed within this area, and the

dough also needs to stay in this workspace. With these markers, the camera’s view plane (the camera’s

frame) can be mapped onto the table using a perspective transformation method. The camera frame

can be used to obtain an image of the dough within the working area. Once the image is obtained, the

dough can be distinguished from the background using U-net and the final positions of the dough edges

can be obtained using canny edge detection.

2https://docs.opencv.org/4.x/d5/dae/tutorialarucodetection.html
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Figure 6.2: The setup of deformation-aware stretching a pizza dough with a rolling pin. RealSense

camera and F/T sensor were used to capture the deformation of shape and the contact force. A cus-

tomised roller was used to stretch the pizza dough.

Perspective transformation

Perspective transformation is the projection of an image onto a new viewing plane, also known as pro-

jective mapping (Mezirow, 1978). The transformation matrix required in the affine transformation of an

image is a 2×3 two-dimensional plane transformation matrix, whereas the perspective transformation

is essentially a three-dimensional transformation of space, where the three dimensional coordinates are

projected onto a different viewing plane according to their sub-coordinate variance.

For a perspective transformation, it can be thought of as a projection from a point on a quadrilateral

onto the target quadrilateral after a linear transformation, where the shape of the target quadrilateral

is a known condition. A general formula for a perspective transformation is as follows (Hartley and
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Zisserman, 2003), 
X ′

Y ′

ω ′

=


a11 a12 a13

a21 a22 a23

a31 a32 a33




u

v

1

 (6.1)

ω
′ = a31u+a32v+a33 (6.2)

A =


a11 a12 a13

a21 a22 a23

a31 a32 a33

 (6.3)

where u and v are the pixels of the original image. X ′, Y ′ and ω ′ are the temp coordinates in transfor-

mation space; New coordinates x, y after transformation by perspective are x = X ′

ω ′ and y = Y ′

ω ′ .

The above equation shows that the coordinates under the new view plane can be expressed as

(Hartley and Zisserman, 2003):

x =
X ′

ω ′ =
a11u+a12v+a13

a31u+a32v+a33
=

k1u+ k2v+ k3

k7u+ k8v+1
(6.4)

y =
Y ′

ω ′ =
a21u+a22v+a23

a31u+a32v+a33
=

k4u+ k5v+ k6

k7u+ k8v+1
(6.5)

To solve for the eight unknown factors in Matrix A, it requires eight sets of equations. Four known

coordinate points are the pixel positions read from ArUco markers in the original image and four

coordinate points of the target image are set to (0,0),(0,500),(500,500),(500,0). This is due to the

fact that the corresponding work area captured by the camera is a 12.5 ∗ 12.5cm square on the table

plane, which corresponds to 1/500 ∗ 12.5cm per pixel on the image. The transformation matrix A is

calculated for each pixel point in the original image. The new image is projected to give a top view of

the dough on the table.

123



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

Figure 6.3: U-net architecture. Each blue box corresponds to a multi-channel feature map. The number

of channels is indicated at the top of the box. The dimensions of the feature map are in the lower left

corner of the blue box. The arrows indicate the different operations.

Image segmentation

Once the perspective-transformed image is obtained, the exact position of the dough needs to be ob-

tained from the image. A deep learning approach with higher accuracy was chosen over traditional

vision algorithms. The architecture of the U-net is shown in Fig.6.3, which was used to segment the

background from the dough in this work. It consists of a systolic path (left side) and an extended path

(right side). The systolic path follows the typical structure of a convolutional network like VGG19. It

consists of two 3×3 convolution (padded convolutions) layers, and each layer is followed by a rectified

linear unit (ReLU) and a 3x3 convolution layer with stride 2 for downsampling. At each downsampling

step, we keep the number of feature channels. Each step in the expansion path includes an upsampling

of the feature map, followed by a 2×2 convolution ("up-convolution") that halves the number of fea-
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ture channels, concatenates with the correspondingly cropped feature map in the contraction path, and

performs two 3×3 convolutions, each followed by a ReLU. In the final layer, a 1×1 convolution is

used to map each 64-component feature vector to the desired number of categories. 1×1 convolution

classifies each pixel in the image thereby distinguishing the dough from the background. The output of

the network is shown in Fig.6.6 (c) and (f).

The network is trained by a stochastic gradient descent using the input photos and their accompa-

nying segmentation maps. Before being fed into the network, the input pictures and segmentation maps

are downsized to 256×256 to match the network’s input. By performing canny edge detection on the

generated dough mask image, the positions corresponding to edge pixels are transformed into positions

in the robot coordinate system, thus completing the recognition of dough contours.

6.3.2 Primitive skills modelling

Dynamic movement primitives

We model the primitive skills by position and orientation in a unified formulation in Cartesian space,

τ ż = αz(βz(gp − p)− z)+ fp(x) (6.6)

τ ṗ = z (6.7)

τ ẋ =−αx (6.8)

where gp and p are target position and current position respectively, z is the velocity of dynamic system,

βz and αz are designed parameters. fp(x) is the nonlinear term, which is used to modify the behaviour

of the second-order system. The definition of fp(x) will be given later and the weight of this term can

be learned through human demonstration data. The evolution of the dynamic system is determined by

the canonical system, Eq.6.8, where the τ can tune the duration of the dynamic system, and the α is a
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positive parameter. The canonical system is shared by the position and orientation dynamic system to

coordinate the translation and rotation simultaneously.

The orientation skill can also be encoded by the DMPs, however, the skill model is adopted by the

quaternion-based form (Ude et al., 2014). In our previous work, we encoded the translation and orien-

tation simultaneously by DMPs (Si, Wang, and Yang, 2021b). The details of the model can refer(Si,

Wang, and Yang, 2021b), we define the model here to facilitate understanding,

τη̇ = αz (βz2log(go ∗ q̄)−η)+ fo(x) (6.9)

τ q̇ =
1
2

η ∗q (6.10)

where η is the angular velocity, go and q are the target angle and current angle encoded by quaternion,

respectively. q̄ represents the quaternion conjugation, and ∗ denotes the quaternino product, details can

refer to (Ude et al., 2014). βz and αz are designed parameters, which can be consistent with the position

DMPs, fo(x) is the nonlinear term, which is used to modify the behaviour of the second-order system.

The nonlinear force term is used to define the transient behavior of the dynamic system. This term

usually consists of a set of nonlinear basis function (RBFs), which can be given by,

fp =
∑

N
k=1 wp

k Φk(x)

∑
N
k=1 Φk(x)

x (6.11)

fo =
∑

N
k=1 wo

kΦk(x)

∑
N
k=1 Φk(x)

x (6.12)

Φk(x) = exp(−hk(x− ck)
2) (6.13)

where N is the number of the RBFs, and the x is the phase variable determined by the canonical system.

wp
k and wo

k are the weights of the ith RBFs, i ∈ [1,N] and hk and ck are the centres and widths of the

RBFs, respectively.
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We generate the complex trajectory by merging the individual primitive skill (PS), encoded by

DMPs for the complex and contact-rich task with multiple-step, as shown in Algorithm 1. The multiple

primitive skill are encoded by behavior tree (Saveriano and Piater, 2020), the DMP-based primitive

skill was modelled as execution nodes. The target position and orientation of each primitive skills

are calculated by shape recognition and desired shape and thickness. In this work, we only consider

circular desired shape, four position and four orientation skills are needed. The four primitive skills

are approaching, rolling forward, rolling back and back origin. For the circular shape, the primitive

skill library with four primitive skills can generate trajectory for the roller. However, the vision-based

trajectory generation algorithm can also be employed to different shapes. Different shape only needs

to modify the control flow nodes in behavior tree.
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Algorithm 1 Vision-based Trajectory Generation
1: while (!achieve desired shape and thickness) do

2: starting point Pst , direction dir = vision feedback()

3: while (current position != end point) do

4: PS1.run(current position, Pst), PS2.run(current direction, dir)

5: end while

6: while (current position != end point) do

7: PS3.run(current position, Pst), PS4.run(current direction, dir)

8: end while

9: while (current position != end point) do

10: PS5.run(current position, Pst), PS6.run(current direction, dir)

11: end while

12: while (current position != end point) do

13: PS7.run(current position, Pst), PS8.run(current direction, dir)

14: end while

15: end while

6.3.3 Compliant control

In terms of the compliant control system, we used the controller designed in Chapter 3. The impedance

controller is designed in Cartesian space, which is suitable for skill reproduction and generalisation.
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6.4 Experiments of pizza dough rolling

We carry out pizza dough stretching with a rolling pin to evaluate the performance of the proposed

framework on a 7 DoFs cobot. A RGBD camera was used to capture the deformation of the object

and a computer vision algorithm was used to calculate the difference between the real shape and the

desired shape. A customised roller was used to stretch the pizza dough 3. The setup of the experiment

can be seen in Fig. 6.2. We defined evaluation metrics for dough rolling, as shown in Fig. 6.4. The red

outline is the desired shape, and we defined two axes (the yellow lines) to judge whether the desired

shape is achieved. During the dough rolling, we adjust the orientation of the roller based on the error

along these two axes.

Figure 6.4: The evaluated metric of dough rolling. The red outline is the desired shape, and we defined

two axes (the yellow lines) to judge whether the desired shape is achieved. During the dough rolling,

we adjust the orientation of the roller based on the error along these two axes.

3Note the pizza dough is not as large as the real pizza dough, because the roller is not large enough. The proposed

method can be employed for big dough if we adopt a large roller.
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Figure 6.5: The result of deformation recognisation and segmentation. The left one is the original shape

of dough, and the right one is the final shape of dough.

Figure 6.6: Snapshot of dough stretching. (a)-(c) are the initial shape of the dough. (d)-(f) are the shape

after stretching. (a) is the original image from camera. (b) is the middle image after neural networks

processing. (c) is the segmentation of the dough. The machine vision algorithm can detect and calculate

the deformation of dough in real time.

6.4.1 The result of deformation segmentation

As shown in Figs. 6.5 and 6.6, the changing of the shape of the dough is shown during the rolling

process. We test the image recognition and segmentation accuracy by U-net. We collected 20 real
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Figure 6.7: The trajectory in 3D dimention.

Figure 6.8: The position trajectory along X,Y and Z.

Figure 6.9: The orientation trajectory represented by quaternion.
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Figure 6.10: The contact force along X,Y and Z.

1

(a) (b)

Figure 6.11: (a) the contact force during rolling dough by robot, (b) the contact force during rolling

dough by human beings. The red box shows the force change in one cycle. The contact force regulation

by robot (a) conforms to the pattern of human operation during demonstration (b).

images during the dough rolling, and humans labelled the real outline of the dough. The segmentation

error is less than 1% pixel, meaning that the dough is accurately segmented from the image by the

model.
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6.4.2 The position, orientation and contact force

Fig. 6.7 is the trajectories in 3D during the rolling. The robot approaches the dough and then rolls the

dough based on the visual feedback to adjust the start point and rolling orientation. The rolling process

is iteractively changing until the desired shape is achieved.

In Fig. 6.8, position trajectories along X,Y, and Z during the rolling is presented. The robot’s range

of motion in the X-Y direction changes as the dough is deforming and stretching.

Fig. 6.9 is the orientation trajectories along X,Y, and Z during the rolling. In this experiment, we

can see the robot keep changing between two directions, which are based on the direction of movement

of the dough stretched in different axes. Fig. 6.10 shows the contact force along X,Y, and Z during the

rolling. Due to the complex and unknown properties of the dough, the change of contact force along

X-Y-Z is complex in a period. Therefore, it is hard to control the contact force accurately. LfD through

bilateral teleoperation provides a promising approach to transferring the contact-rich skill from humans

to robots.

We compare the contact force pattern. The red box, in Fig.6.11, shows the force change in one

rolling cycle. We found the force change in one cycle by the robot is similar to the force change by our

human demonstration, which means that the robot has learned the human-like rolling skills. In addition,

as shown in Table 6.1, the error in X is less than 2.3 mm, and the error in Y is less than 2.1mm. The

ratio of X length to Y length is 0.98, and the area ratio is 0.94, which means that the final shape is close

to a circle.
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Table 6.1: Performance evaluation - shape similarity

X error Y error X/Y Actual/Desired

area

Value 2.3mm 2.1mm 0.98 0.94

Table 6.2: Flatness quality performance.

Category Variance of height

Human teleoperation 3mm±0.3mm

Robot autonomous 3.3mm±0.2mm

6.4.3 The result of thickness

The thickness of the final dough is one metric for dough rolling by robots. We adopt the hybrid force/

position controller to detect the height of the final dough. The Fz along the Z-axis is controlled to 0, and

the X-Y motion trajectory is controlled by teleoperation. The height along the Z-axis was recorded,

and the variance of thickness can be measured.

We compare the performance of human rolling by teleoperation and autonomous rolling by the

robot, and the results are shown in Table 6.2.
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6.5 Summary

In this chapter, we investigated a deformation-aware method for the manipulation of deformable ob-

jects. The perspective transformation and U-net method were used to recognise the object and segment

the object from the background. Based on the target shape and size of the object, we calculate the

desired task variables (desired position and orientation). The realtime trajectory was generated from

the learned skill based on human demonstration. And compliant controller was designed to track the

desired trajectory. Finally, we evaluate the shape of the final dough by calculating the error along the

two axes of the dough. And the variance of the dough in the Z axis reflects the thickness quality. The

result shows that the shape error is bellow 5% and the variance of the thickness is 0.3mm.
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7 Manufacturing application: composite layup

skill learning and generalising

7.1 Abstract

In this chapter, an impedance control-based robot-assisted composite layup system was developed, and

the teleoperation was investigated to achieve human-robot collaboration and human-robot skill transfer.

We developed an impedance control based architecture of telemanipulation in task space for the human

demonstration. This framework not only achieves human-robot skill transfer but also provides a so-

lution to human-robot collaboration through teleoperation. The impedance control system enables the

compliant interaction between the robot and the environment and a smooth transition between different

stages. Dynamic movement primitives based learning from demonstration is employed to model the

human manipulation skills, and the learnt skill can be generalised to different tasks and environments,

including the different shapes of components and different orientations of components. The perfor-

mance of the proposed approach is evaluated on a 7 DoF Franka Panda through the robot-assisted

composite layup on different shapes and orientations of the components. The main contributions of

this work can be summarised as follows:

• We developed a human-robot skill transfer system for composite layup tasks, which consists of a

3D mouse device as the teleoperation interface, a 7 DoF Franka Emika robot manipulator, and a

Realsense camera for visual feedback.
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• Dynamic movement primitives (DMPs) were used to model the primitive motion skills as high-

level “bricks” of the complex task. A complex task is parameterised into several motion primi-

tives represented by the parameters of primitive motion skill; hence combining and re-organising

the motion primitives can generate a complex trajectory, which allows generalising the learnt

skill to new tasks and environments.

• The human-robot skill transfer based on the proposed system provides a solution for robot skill

learning through teleoperation or human-robot collaboration. The proposed method is more suit-

able for human-robot skill transfer in hazardous environments or situations that humans cannot

access, such as nuclear waste disposal, or lockdown during the pandemic.

7.2 Introduction

Collaborative robots have been increasingly important in manufacturing, such as assembly, robot-

assisted polishing and drilling etc. Especially for flexible manufacturing, small-batch and variance

among the components put forward new requirements for traditional industrial robots in the smart fac-

tory. The main challenge is the flexibility of the manufacturing system, which allows the system to

react to the changes of the new products. The human-robot skill transfer has proved a potential solu-

tion for flexible manufacturing systems (Ochoa and Cortesao, 2021; Yang, Zeng, and Zhang, 2021).

To realize lightweight structures with high performance, composites have been widely used in several

industries, such as aerospace, automotive and construction etc. Carbon fiber is the main raw material of

composite material production. Currently, for low-volume production and complex parts, a hand layup

is still the main method, which laminates plies of carbon fiber prepreg (Malhan et al., 2021). The hand

layup process is ergonomically challenging and skill-intensive. Human operators must apply various
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levels of pressure to the plies. In addition, sometimes several people need to collaborate to conform

larger plies to complex contours. However, the hand layup process is labor-intensive and can exhibit

inconsistency due to variability in human operation. Sheet layup automation can reduce ergonomic

challenges, increase production efficiency and ensure processing quality (Malhan et al., 2020).

Currently, industrial robots have been widely used in manufacturing, however, robots are expected

to perform more challenging tasks, such as composite layup. These tasks often feature contact-rich

manipulation and significant uncertainty of the different tasks, such as variance among the products

in flexible manufacturing. Although our human beings do not understand the principle behind ma-

nipulation, humans have the amazing capability to deal with the uncertainty and complexity in these

tasks (Zeng et al., 2021). Therefore, roboticists proposed to make the robot learn manipulation skills

from humans. One of the main problems is how to learn complex and human-like manipulation skills.

This work aims to develop a human-robot skill transfer system based teleoperation, and propose an

approach to transfer human skills to robots. Fig.7.1. illustrates the composite layup process through

teleoperation and human-robot collaboration. A camera in Figure (A) provides visual feedback for the

human operator sitting in Figure (B), who can teleoperate the robot manipulator to execute composite

layup based on the visual feedback. Figure (B) presents the teleoperation scenario, in which the human

operator commands the robot based on the visual feedback and the teleoperated device. The two peo-

ple can collaborate to perform the composite layup as well as transfer the composite layup skills to the

robot manipulator. It is challenging to transfer the manipulation skill to robots through teleoperation

efficiently and intuitively (Si, Wang, and Yang, 2021a).
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Figure 7.1: The figure (A) shows a robot-assisted composite layup, and an in-site assisted person can

collaborate with the robot and a demonstration expert in figure (B).

7.3 Preliminary

7.3.1 Robot dynamics

The general form of dynamics of the n-DOF serial manipulator robot can be modelled as (Santos and

Cortesão, 2018),

D(q)q̈+C(q, q̇)q̇+G(q)+ τ
ext = τc (7.1)

where the D(q) ∈ Rn×n is the inertia matrix, the C(q, q̇) ∈ Rn×n and G(q) ∈ Rn×1 represent the Coriolis

and centrifugal respectively. q ∈ Rn×1 and q̇ ∈ Rn×1 are the joint position and velocity in the joint

space, respectively. τc ∈ Rn×1 is the actuator torque and τext ∈ Rn×1 represents torque generated by the

end-effector interacting with environments.

τc = τ
ext +C(q, q̇)q̇+G(q)+ τcmp (7.2)

Based on Eqs.7.1 and 7.2, the designed control variable can be described as the following,

τcmp = D(q)q̈ (7.3)
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where τcmp represent a new control variable in the joint space. In order to facilitate the following

analysis, we design the controller in Cartesian space; hence, the Eq.7.3 is rewritten in Cartesian space

as the following,

mp(q)ẍp −mp(q)J̇(q)q̇ = ftol (7.4)

mp(q) = (J(q)D−1(q)JT (q))−1 (7.5)

where mp(q) represent the inertial matrix in Cartesian space, ftol is the control force in Cartesian space,

and J(q) ∈ Rm×n is the Jacobian matrix. The task space velocity can be described as,

ẋp = J(q)q̇ (7.6)

The ẋp is the velocity in Cartesian space. And the control torque τcmp can be described as,

τcmp = JT (q) ftol (7.7)

7.3.2 Null-space optimisation

For the redundant manipulator, the null space can be used to execute second priority tasks, such as

obstacle avoidance, tracking orientation, and pose optimisation. The property of the null space has a

lot of benefits, such as the control torque will not influence the main task. In this work, we optimise the

robot pose to keep the joint close to the middle of the range of the joint. The total torque employed in

the joint can be described as,

τcmp = τm + τnull (7.8)

where τnull is the optimization torque in the null space, and τm is the torque for the main task. The τnull

can be represented as,

τnull = NT
pro(q)τn (7.9)
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Figure 7.2: The diagram of the proposed framework for human-robot skill transfer through human-in-

the-loop. The human-in-the-loop module is the teleoperation based subsystem, which could command

the robot through the teleoperation interface, a 3D mouse, and receive visual and force feedback from

the perception subsystem. The impedance controller can generate joint torque command for the robot

either through the teleoperation or autonomous mode (through skill library) .

where τn represents the optimisation torque, and NT
pro(q) is the null space projector. Because the τnull is

executed in the null-space, the optimisation task will not affect the main task. The null space projector

NT
pro(q) can be described as,

NT
pro(q) = [I − JT (q)J+(q)T ] (7.10)

where I is a identity matrix, and the J+(q) is the inverse of J(q), which can be described as,

J+(q) = D−1(q)JT (q)mp(q) (7.11)
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where mp(q) represent the inertial matrix in Cartesian space, J(q) is the Jacobian matrix. D(q) is the

inertia matrix. The optimisation torque can be computed as,

τn = D(q)Ko
∂Q(q)

∂q
(7.12)

Ko is a gain matrix, which needs to be designed based on the requirement on the pose optimization and

main tasks. Q(q) is the cost function, which tries to control the joint as close as the middle of the joint

angle range.

Q(q) =−1
2

n

∑
i=1

(
qi −qid

qimax −qimin

)2

(7.13)

where qi is the current angle of ith joint, qid is the middle angle of ith joint. qimax and qimin are the

maximum and the minimum angle of ith joint.

7.3.3 Dynamic movement primitives (DMPs)

As introduced in Chapter 3, the DMP is an effective model for encoding translation and orientation

skills via a second-order dynamical system with a nonlinear forcing term. To improve readability, we

present the DMP in brief. The core idea of robot skills based on DMPs is to model the forcing term in

such a way allowing to generalise the learned skills to a new start and goal position while maintaining

the shape of the learnt trajectory. DMPs can be used to represent arbitrary movements for robots in

Cartesian or joint space by adding a nonlinear term to adjust the shape of the trajectory. For one

degree of multiple dimensional dynamical systems, the transformation system of position DMP can be

modelled as follows (Ijspeert et al., 2013),

τsv̇ = αz(βz(pg − p)− v)+Fp(x) (7.14)

τs ṗ = v (7.15)
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where the pg is the desired position, p is the current position; the v is the scaled velocity, τs is the

temporal scaling parameter, which can be used to modify the velocity. αz,βz are the design parame-

ters, generally, αz = 4βz. Fp(x) is the nonlinear forcing term responsible for tuning the shape of the

trajectory. The Fp(x) can be approximated by a set of radial basic functions,

Fp(x) =
∑

N
i=1 ψi(x)wi

∑
N
i=1 ψi(x)

x(pg − p0) (7.16)

ψi(x) = exp(−hi(x− ci)
2) (7.17)

where ψi(x) is a Gaussian radial basis function with the centre ci and width hi; p0 is the initial position,

wi is the weight learning from demonstration. The phase variable x is determined by the canonical

system, which can be represented as follows,

τsẋ =−αxx, x ∈ [0,1] ; x(0) = 1 (7.18)

where αx is a positive gain coefficient, τs is the temporal scaling parameter, and the x0 = 1 is the initial

value of x, which can converge to zero exponentially. For the multiple DoFs dynamic system, each

dimension can be modelled by a transformation system, but they share a common canonical system to

synchronise them.

7.4 Control system design

7.4.1 Task-space formulation

This section derives the controller in Cartesian space, and the whole control structure can be found in

Fig.7.3. It will be convenient to design the controller in the task space because the teleoperation control
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Figure 7.3: The diagram of the impedance-based control system. The task interface module generates

the desired position and orientation through teleoperation or learned skill model. The impedance con-

troller is used to track the desired position and orientation. The null-space controller is used to optimise

the joint pose by using redundancy to keep the joint angle close to the middle value.

would be intuitive and straightforward in the task space. For the human-robot collaboration task, the

safety of the human is significant; hence, compliant control has been employed for the collaborative

robots. In 1985, impedance control was first proposed by Hogan (Hogan, 1985), and since then, a lot of

exciting work has been done. A number of work on the impedance control was done for the manipulator

control. The core idea of impedance control models the dynamic behaviour of robots under disturbance

from the environment. In (Ochoa and Cortesao, 2021), the authors proposed a similar impedance

controller for the polishing task. The impedance controller can be described as the following,

fimp = Aẍp +D(ẋp − ẋd)+K(xp − xd) (7.19)

where A is the mass matrix, D is the damping matrix and K is the stiffness matrix. xd represents the

equilibrium point and xp is the current position of robot end-effector. fimp is the interaction force

between the robot end-effector and the environment. For the dynamic equation of the manipulator in
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the task space, the total force ftol , exerting on the robot, can be calculated as follows:

ftol = fc + fimp (7.20)

We define a new control variable f ∗tol , and the fc is represented as follows,

fc =−mp(q)J̇(q)q̇+ f ∗tol (7.21)

The Eq.7.4 can be represented as follows,

mp(q)ẍp = f ∗tol + fimp (7.22)

Therefore, the control law of f ∗tol is,

f ∗tol = mp(q)ẍp − [Aẍp +D(ẋp − ẋd)+K(xp − xd)] (7.23)

The mass matrix is approximated by (Ochoa and Cortesao, 2021),

A = mp(q) = (J(q)D−1(q)JT (q))−1 (7.24)

So, the control law becomes,

f ∗tol = D(ẋd − ẋp)+K(xd − xp) (7.25)

The joint torque for the main task can be given by,

τm = JT (q) ftol = JT (−mp(q)J̇(q)q̇+ f ∗tol) (7.26)

Because the J̇(q) has small influence to the system, the −mp(q)J̇(q)q̇ can be ignored. Therefore, the

control law for the main task in the Cartesian space can be written as follows,

τm = JT f ∗tol (7.27)

where f ∗tol can be rewritten as,

f ∗tol =

 f

u

 (7.28)
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where f is the force vector for translation control in Cartesian space, and the u is the torque vector for

orientation control. The translation controller in discrete form can be described as the following,

f =−Dp ṗc +Kp(pd[t]− pc[t])+ Ip(ip[t −1]+ (pd[t]− pc[t])) (7.29)

where Dp is the damping matrix, Kp is the stiffness matrix, and Ip is the integral matrix. ip[t −1] is the

integral error in the position at time [t −1]. pd[t] and pc[t] are the desired position and current position

at time t, respectively. Similarly, the orientation controller in discrete form can be represented as,

u =−Dowc +Ko∆ocd + Ioio (7.30)

where Do is the damping matrix, Ko is the stiffness matrix and Io is the integral matrix. wc is the angular

velocity, ∆ocd is the orientation error, and io is the integral error in orientation. Finally, based on the

Eqs.7.2, 7.8 and 7.28, the total torque command can be described as the following,

τc = JT f ∗tol + τ
ext +NT

pro(q)τnull +C(q, q̇)q̇+G(q) (7.31)

7.4.2 Task interface design

The desired trajectories, including the translation and orientation, are generated from the input device

based on displacement commands in the teleoperation mode. The human operator is provided with a

graphical user interface (GUI) and a 3D mouse to monitor and control the system. The 3D mouse has

two buttons and a six-DoF motion sensor. The two buttons are used to switch control modes, such as

teleoperation, autonomous, and collaboration. The six-DoF motion axis of the 3D mouse is employed

to generate the reference trajectory for the impedance controller in Cartesian space.

∆Z =

[
∆P ∆R

]T

(7.32)

where ∆P and ∆R represent the translational and rotational displacements, respectively. ∆Z is then

converted to the desired motion in the robot’s base frame.
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In the autonomous mode, the desired trajectory in the robot’s base frame, including the translation

and orientation, is generated based on the learned DMPs.

Zd =

[
Pd Rd

]T

(7.33)

where Pd and Rd represent the desired trajectory in translational and rotational directions, respectively.

Zd is then converted to the desired motion in the robot’s base frame.

7.5 Experiment on real robot

This section aims at evaluating the proposed solution, human-robot skill transfer through teleoperation,

by performing composite layup for different components.

7.5.1 The setup of robot-assisted layup

The cobot, Franka Emika Panda, was used to conduct experiments, as shown in Fig.7.4 . An external

force/torque sensor is equipped in the wrist to sense the interaction force and torque between the end-

effector tool and the environment. We designed the fixtures by 3D printing to connect the layup tool

(roller), force/torque sensor and the robot end-effector. A RealSense depth camera D435 is used to

observe the working scenario of the robot, and the visual feedback is transmitted to the computer on

the leader side for the human operator to monitor the remote scenario.

A 3D mouse from 3DConnexion company is more suitable for teleoperation, which can output lin-

ear and angular component of the joystick’s position, and its button states as well. The twist command

of the 3D mouse, consisting of the linear and angular components, is used to map the translation and

orientation of the end-effector. The buttons states as an event-trigger signal were employed to switch

control modes. There is a control interface of the robot manipulator provided by the Franka control
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Figure 7.4: The experiment setup for composite layup. In the leader site, the human operators teleop-

erate the robot to perform the composite layup.

interface (FCI) on the robot side, which provides the control interface and a fast and direct low-level

bidirectional connection to the robot arm. In the leader side, there is a computer performing the control

and learning algorithm. The generated command is transferred to the Franka control board. Linux

Operating system is run on the computer, and Robot Operating System (ROS) is used to communicate

among the different modules.

7.5.2 User interface of the control system

As shown in Fig.7.5, the control system parameters can be displayed and modified by the human op-

erators online. The human operators can change the control modes (switching between teleoperation

mode and collaboration mode) via adjusting these parameters, including stiffness Kp and Ko, damping

Dp and Do, integral Ip and Io, and the null-space optimization gain matrix Kn. These parameters can

be modified online based on the different task requirements, such as more stiff in one DoF or more

compliant in another DoF. The interaction force/torque between the end-effector and the environment

can also be displayed on a monitor, which provides more knowledge on the interaction process.
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Figure 7.5: The GUI for the control system. The human operator can modify the parameters of the

controller online to adjust the compliant behaviour, such as the stiffness and damping of the impedance

controller etc.

In terms of the controller design and the human-robot skill transfer, defining the proper coordinate

frame is necessary. The proper frame could reduce the cognitive workload during the teleoperation and

human-in-the-loop interaction and collaboration. In this work, we defined three frames on the robot

sides, as shown in Fig.7.6. The impedance controller is defined in the cartesian space, and the desired

command is based on the based frame of the robot. The task description is based on the component

frame, and the transformation from the based frame of the robot to component frame is fixed. The

impedance gain defined by the user is based on the end-effector frame, therefore, the parameters of the

controller need to be transformed into the based frame.

7.5.3 Human demonstration through teleoperation

To enable the human-robot composite layup skill transfer, the human operator needs to composite layup

through teleoperation. The motion primitives of composite layup were recorded, as shown in Fig.7.7.
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Figure 7.6: The three coordinate frames: the base frame of the robot, the end-effector frame and the

component frame.

Figure 7.7: Modelling the motion primitive by dynamic movement primitive (DMP).

During the demonstration, the human operator demonstrated the layup for a flat component. From the

results, the roller moves forward and back in the X-Y plane, which is the primitive motion skill for the

composite layup. We modelled this motion primitive by dynamic movement primitives, which can be
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ABC

F E D
I H G

Figure 7.8: Composite layup task illustration.

generalised to different locations. For the Z-axis, there is a small motion, which can be used to generate

the contact force along Z-axis in the end-effector frame. The stiffness parameters for the X and Y are

the same, K=3000, while for the Z-axis is large, K=6000, which can be guaranteed to generate contact

force along Z-axis. The small impedance along X and Y, can feature a compliant manner.

7.5.4 Generalise to a novel and big plane

In this case, we would like to evaluate the generalisation to a novel and large component, which is

necessary for the composite layup in the real industry plant. The automation of composite layup only

relies on the motion primitive and less information on the component. For example, it is straightforward

to attain the geometry of the component based on the CAD model of the part. In this case, we assumed

that the vertex coordinates of the part are known. For example, given the four vertex coordinates, we

can get the region where the parts need to be manufactured for a plane. For the area that needs to

be processed, we divided several sub-areas (including A, B, C, D, E, F, G, H, I), as shown in Fig.7.8.
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Figure 7.9: The trajectory of the roller in the autonomous mode. The green bar and the yellow bar

represent the motion primitive. In this work, the motion primitive is the same, but the start and end of

each motion primitive are different.

Each sub-area can be modelled with task variables, including the start and end coordinates. For the

DMPs-based skill model, only the task variable is needed to reproduce the motion skills.

The number of motion primitives is dependent on the size of the component. For the X direction,

as the generalisation of DMP, the number can be random. In the Y direction, the number is the length

of the workpiece divided by the width of the roller, which can be guaranteed roller can cover the

whole workpiece. As shown in Fig.7.9., there are 16 motion primitives for the big plane. Each motion

primitive is similar to the human demonstration motion. Between two motion primitives, we used a

motion planning algorithm to generate a transition trajectory. The first row, along X-axis, shows that
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Figure 7.10: The tracking error along X, Y, and Z axis; and the orientation tracking in yaw, pitch and

roll.

the coordinates of the roller decrease from 0.6m to 0.34m. The middle row, along the Y-axis, shows

that the coordinates of the roller change between -0.17m and 0.1m. The real trajectory of robots can

cover the whole workpiece.

The Fig.7.10. shows the tracking error between the command from the DMP model and the actual

trajectory of the roller. The tracking error is less than 0.005m in the X, Y and Z axis. During the

composite layup, the orientation of the end-effector is fixed, and the tracking error is less than 0.02

rad. The control accuracy is enough for the composite layup, which proves the performance of the

impedance controller for the composite layup.

7.5.5 Generalise to a sloping plane

This experiment case aims at evaluating the generalisation to an inclined plane. As shown in Fig.7.11,

when the board is rotated, the learned skill can generalise to the rotated component. In this case,
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Rotating the board 

Figure 7.11: Component rotation case study.

the key points for this task are P1(0.36,−0.14,0.38) , P2(0.37,0.01,0.42) , P3(0.50,0,0.42) , and

P4(0.50,−0.18,0.38). We assume that we know the CAD model of the component or the orientation

of the model can be measured based on sensing technology, such as machine vision.

From Fig.7.12., there are eight motion primitives to cover the whole inclined plane. The main dif-

ferences between the inclined plane and the horizontal plane are the motion along the Z axis and the

orientation. From the third row, the motion range along the Z-axis is from 0.41m to 0.38 in Fig.7.13.

And the orientation is different, which needs to keep the roller perpendicular to the plane. The tracking

errors are less than 0.005m, and the orientation tracking errors are less than 0.02 rad, which demon-

strates the generalisation of the learnt skill and the performance of the impedance-based controller for

a composite layup in the inclined plane.

7.5.6 Collaboration through teleoperation

This experiment aims at evaluating the collaboration performance of the impedance control-based tele-

operation system. Most of the existing work studied physical human-robot collaboration, and less

154



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

Figure 7.12: The trajectory of end-effector in the base frame of robot in autonomous mode for the

sloping plane.

research work on the collaboration between teleoperation, in-site humans and robots. In this experi-

ment, we evaluated that teleoperation and in-site human can collaborate smoothly by modifying the

parameters of the impedance controller. We make use of the character of the torque-computed control

based on impedance control. For example, we set the stiffness of the impedance controller to zero

in a specific DoF; the control along this DoF becomes a free-motion mode, which can be kinesthetic

teaching or adjusting the robots by an in-site human.

From Fig. 7.14, (A) is the control command from the teleoperation, and (B) is the command by
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Figure 7.13: The tracking error along X,Y, and Z axis; and the orientation tracking in yaw, pitch and

roll for the sloping plane.

Figure 7.14: The trajectory of end-effector in the collaboration mode through teleoperation. Figure (A)

is the teleoperation command, and figure (B) is the input command from the in-site human operator.

in-site human operation. The orientation control is autonomous by the robot. Fig.7.15. is the trajectory

of the end-effector in the hybrid control mode. The results show that the control system can integrate

teleoperation and kinesthetic demonstration and autonomous. The transition between the three modes
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Figure 7.15: The trajectory of end-effector in the base frame of robot in the collaboration mode.

is smooth.

7.6 Summary

In this chapter, a torque-computed framework based on impedance control was proposed to enable the

human-robot skill transfer through teleoperation. The human user interface was developed to display

the parameters of the controller and the contact force, and the human operator could modify the pa-

rameters of the control system. The 3D mouse has been used as the input device for teleoperation. For

the robot-assisted composite layup, the layup skills are modelled by DMPs and transferred to the robot

through teleoperation. The generalisation of the proposed framework has been demonstrated through

different components with various sizes and orientations. And the tracking error of the impedance-

based controller is less than 0.005m, which is feasible for the composite layup.
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8 Medical examination application: robot-assisted

sonography

8.1 Abstract

Medical ultrasound scanning is a challenging dexterous manipulation task for robots, even for experi-

enced sonographers, since it involves decision-making, motion control and force regulation based on

real-time ultrasound images and patient feedback. We proposed a robot-assisted ultrasound scanning

framework, integrating deep multimodal imitation learning and compliant control. We employed deep

neural networks to encode multimodal information, including RGB images, force data, ultrasound

images, and proprioceptive information (e.g., pose of the end-effector) for robot-assisted ultrasound

scanning. The deep imitation learning model predicts reference motion and desired force. We designed

a compliant controller in Cartesian space to track the reference trajectory and desired force. In addition,

we smooth the reference trajectories generated by the deep imitation learning module, and the smoothy

trajectory is sent to the low-level compliant controller. Lastly, the generalisation capability, control

performance and quality of acquired ultrasound images were evaluated. The results show that the pro-

posed approach is able to improve the success rate of procedure completion, and the complete time is

shorter compared to a pure deep neural network model. The main contributions can be summarized as

follows.

• We investigated a deep multimodal imitation learning framework, including the RGB image,
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force profile, ultrasound image, and proprioceptive information, for robot-assisted ultrasound

scanning artery on the Phantom1 and human subject. Compared with the conventional imita-

tion learning method, the deep multimodal imitation learning module owns better generalisation

capability for the generation of reference motion and force commands for different patients.

• The proposed deep multimodal imitation approach is able to significantly improve the success

rate of procedure completion from 75% to 90%. We evaluated the generalisation capability of

the deep multimodal imitation learning module and control performance, as well as the quality

of the acquired ultrasound image through Phantom and the human subject.

8.2 Introduction

Sonography is an easily available assessment tool for screening and assessment of a wide variety of

pathologies and has the benefit of not using ionizing radiation. Consequently, sonography is often con-

sidered the first line of investigation for assessing the solid organs of the abdomen, vessels with blood

flow such as the aorta and the deep veins of the distal limbs, small soft tissue structures and collections

of fluid. However, there is an urgent challenge of shortage of medical resources or imbalance of medical

resources, especially for the poor areas during the pandemic. For example, the UK’s healthcare system

is unable to meet the increasing demand for radiologists due to a tremendous shortfall (27- 37%) in

qualified staff. The NHS radiologist workforce is short-staffed by 33% and needs at least another 1,939

consultants to meet the demand for scans and surgery.

On the other hand, medical ultrasound examination is a challenging dexterous manipulation task

even for experienced sonographers since it involves motion control and force regulation based on the

real-time ultrasound (US) image and patient feedback, as shown in Fig.8.1. The medical examination

1The Phantom is made to simulate artery, which is introduced in Chapter3
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Figure 8.1: Sonographers scan the vein and artery.

results by sonographers depend heavily on the sonographers’ skills, where poor skills may cause incon-

sistency and even false detection. One of the limitations of scanning by sonographers in US scanning

is the variation among different users, such as the contact force and scanning orientation etc., which

have significant impact on US image quality. Hence it is still challenging to acquire consistent and

high-quality US images (Gilbertson and Anthony, 2015). In addition, repeated and physical work may

cause work-related musculoskeletal disorders for sonographers. Therefore, fully autonomous ultra-

sound scanning by robots can be a promising solution, enabling consistent and accurate operation and

reducing the workload of sonographers. Robot-assisted ultrasound scanning has gained much atten-

tion from the robot community in the past, and the tele-echography system was developed to assist

medical experts to acquire high-quality images (Conti, Park, and Khatib, 2014). However, its develop-

ment is limited to structured and controlled conditions, lacking generalisation on different patients and

reactively dealing with unexpected disturbances, such as the motion of patients during the examination.

Nowadays, autonomous robotic ultrasound scanning has been conducted towards autonomous med-

ical examination. For example, Ma et al. proposed an automatic robotic lung ultrasound system based

on the vision and human pose estimation (Ma, Zhang, and Zhang, 2021). In (Huang et al., 2021), Huang

et al. employed the learning from demonstration techniques and visual servoing to achieve autonomous

ultrasound scanning. In addition, the ultrasound confidence map (Chatelain, Krupa, and Navab, 2017),
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Figure 8.2: The framework of the unified deep multimodal imitation learning and control method.

as an ultrasound image quality criterion, was proposed to guide the robot arm to acquire high-quality ul-

trasound images. The authors proposed the visual servoing method based on the ultrasound confidence

map to optimise the ultrasound image quality (Chatelain, Krupa, and Navab, 2017). Recently, Jiang et

al. developed a vision-based ultrasound system to precisely reposition the robotic ultrasound arm, and

a confidence-based optimisation algorithm was investigated to avoid the gap between the probe and

contact surface (Jiang et al., 2022). And the confidence map was also used to optimise the orientation

of the ultrasound probe to automatic normal positioning (Jiang et al., 2020).

Deep multimodal learning has been investigated for contact-rich manipulation tasks in unstructured

environments (Lee et al., 2020). To address the abovementioned problems in robot-assisted ultrasound

scanning tasks, we proposed a unified deep imitation learning and compliant control framework for

robot-assisted sonography, as shown in Fig. 8.2.
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Figure 8.3: The neural network (NN) architecture for multimodal representation learning.

8.3 Deep imitation learning and compliant control

8.3.1 Multimodal imitation learning

In this work, we studied a deep multimodal imitation learning algorithm for robot-assisted ultrasound

scanning tasks, as shown in Fig. 8.3. The NN takes data from four different sensors as input: RGB

image, ultrasound image, force data, and the position and orientation of the end-effector. It encodes

and fuses this data into a multimodal representation module using a variational Bayesian method, on

which a policy for ultrasound scanning is trained in an end-to-end style. The policy of robot-assisted

ultrasound scanning is learned by combining multiple sensor data. Compared to conventional control,

end-to-end imitation learning owns better generalization. The detailed structure of deep multimodal

imitation learning model is presented in Fig.8.4.
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Figure 8.4: The architecture details of deep multimodal imitation learning model.

Encode layer

The encoders of the models need to process different multimodal data, including RGB and ultrasound

images, force profiles and the pose of end-effector. The heterogeneity of these data require different

encoders to capture the embedded information features. For the image information (ultrasound and

RGB images), the model scales the images uniformly to 256× 256 and normalises the pixels, then

passes them through a VGG-like convolutional neural network structure and finally outputs the required

hidden variable through a fully connected layer. The contact force and the pose of the end-effector are

passed through four layers of a fully connected neural network, each layer of which is followed by a

Leaky ReLu activation layer, and then the required hidden variable is outputted.

Multimodal fusion

Because the data from different sensors describe different aspects of the task, in the same hidden state,

it can be assumed that these patterns are conditionally independent of the potential representation. The
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Figure 8.5: The process of robotic ultrasound scanning on Phantom. The first row is the RGB images

during robot scanning on Phantom autonomously. The second row is the real-time ultrasound images.

In stage I, the robot approaches the Phantom, stage II explores to find the artery, and stage III is to allow

the artery in the centre of the ultrasound image.

assumption of conditional independence of individual inputs to a multimodal model has been widely

used in the sensor fusion work, such as the use of Bayesian filters (Bennewitz et al., 2005) and the more

recent work on multimodal generative models (Wu and Goodman, 2018).

Decode layer

The model is expected to output the desired command for the motion of the robot arm, including desired

pose and desired force. After obtaining the latent z, z will be used as input to directly predict the next

position/rotation and force of the end-effector through three different four-layer multilayer perceptron

(MLP) layers. Again, based on this, the forces after an interval of N steps and the position/rotation of

the robot are predicted by a similar structure. By knowing the next step and the next N steps of action.

We create a buffer on the ROS task to store the N steps, we can then predict the continuous trajectory

of the robot for the next N steps directly from the buffer after the robot has moved for more than N

execution cycles. With this buffer, the trajectory profile of the control can be optimised.
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Data set

For the creation of the data set, the system clock of ROS was used as a reference to ensure the uniform

data input to the training set in time. Different threads were created in the ROS system and acquired

at the same time interval (20hz) including force, robot pose and RGB images with ultrasound images.

The dataset created contains the process of descending from an initial position to approach the phantom

and adjusting the probe position after contacting the phantom to obtain the best view of the ultrasound

images. A senior vascular scientist from University Hospital Bristol demonstrated the scanning on

Phantom and real human subjects. The dataset of Phantom includes 12128 data, including the ultra-

sound images, RGB images, contact force and pose of the probe, and the dataset of the real human

body includes 5832 data. We chose 2% data as the validation dataset.

8.3.2 Baseline model

We chose two ways to validate the model. 1) Validate the impact of each sensor on the predictive output

data compared to the multimodal model. For the input to the model, four modal inputs were chosen

for this experiment, including RGB images, ultrasound images, force data and the pose of probe. The

baseline model aims to study how it will affect the model when removing the RGB, ultrasound images

and force data respectively. On the other hand, it shows how reducing the dimensionality of the hidden

variable Z affects the model. 2) Based on this, the single end-to-end output model with 128 dimensions

of the hidden variable Z was then compared to our proposed model that adds a predicted robot motion

trend after N steps to the model. This differs from the end-to-end trajectory output model of previous

multimodal models in that the model is able to predict changes in robot motion over time in the future,

which allows the robot to understand its next move and scan better.
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8.3.3 Compliant control

The low-level compliant control, we used the impedance controller in Cartesian space, introduced in

Chapter 3.

Figure 8.6: The centre deviation of the ultrasound image.The left one is the ultrasound scanning on

Phantom, and the right one is the ultrasound image of human carotid artery.

8.4 Experiment on phantom and human body

We defined the centre deviation of the ultrasound image to evaluate the image performance, as shown

in Fig. 8.6. The deviation of the ultrasound image is defined,

∆r =
|L−2r|

L
(8.1)

where L is the width of the ultrasound image, and r is the X coordinate of the centre of the artery.

8.4.1 The setup of experimental platform

The experimental setup is shown in Fig.8.7. A 7-DoF Franka Emika Panda equipped with a ultrasound

probe to perform the scanning task. A Touch X was used as the teleoperation device. Realsense
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Figure 8.7: The setup of the experiment. Demonstration by a sonographer and autonomous scanning

on Phantom and human objects.

camera (D435i) was used to record RGB images,which could also provide visual feedback during

human teleoperation. Control computer running Ubuntu 18.04, which was connected to the Touch X

device, F/T sensor, Franka Emika Panda, and the camera. F/T sensor2 was employed to sense the

contact force during the robot-assisted scanning. The SONON 300L3 ultrasound probe was used to

scan the phantom and carotid artery of human being. ROS was used to integrate different components.

The whole experimental procedure was conducted in accordance with the Faculty Research Ethics

Committee, and the protocol was approved by the UWE Research Ethics Committee (UWE REC REF

No: FET-2122-59).
2http://www.nbit6d.com/product/656.html
3http://www.orcamedical.co.uk/product/1/Healcerion-Sonon-300L/
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8.4.2 Validation of the multimodal imitation learning on Phantom

Figure 8.8: The loss of the full multimodal training.

As shown in Fig. 8.8, the loss curve of the multimodal learning process indicates that the multimodal

model could learn the information from the multimodal data. On the validation dataset, the loss value

also converges. In addition, we evaluated the effect of different modalities by reducing the correspond-

ing modality input. In Fig. 8.9, the prediction along the Z axis multimodal with and without force info

are compared. The prediction error along the Z axis, without the force info, is larger than that of the

multimodal imitation learning model. Because we employed impedance control to track desired force,

the position error in the Z axis caused force error along the Z axis.
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Figure 8.9: Prediction comparison among different modals.

As shown in Fig. 8.9 is the comparison between the prediction along Z axis multimodal and model

without ultrasound images. We compared the prediction along Z axis multimodal with and without

RGB images. We also conducted evaluation experiments on Phantom by reducing certain modal inputs,

including contact force, ultrasound images, and RGB images. In experiments, the reduced model

is hard to acquire good ultrasound images with compliant interaction with the Phantom. While the

multimodal model method could acquire good ultrasound images, the success rate is only 75%. We

further evaluate the success rate by integrating the trajectory smooth module. Fig. 8.10 demonstrates

the comparison among the prediction results with different dimensions of latent variables. The results

show that the dimension of latent variables has an impact on the predictions, and dimension 128 has

the best performance in this work.
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Figure 8.10: Prediction comparison among different dimensions of latent variables.

In addition, we conducted a comparison experiment on the Phantom with the proposed method,

pure multimodal imitation without the smooth trajectory process. We carried out 30 times to calculate

the success rate. The success rate is improved from 75% to 90%. The trajectory smooth process allows

the generated desired trajectory to be smooth and stable.
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8.4.3 Generalisation performance

Figure 8.11: Generalisation performance evaluation by rotating the Phantom.
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Figure 8.12: The results of execution time.

The generalisation capability of the learned model is essential. Although the patients are asked to lay in

the same position and orientation, there are still differences in the position and orientation in practice.

Thus, we need to evaluate the generalisation ability to different pose. To evaluate the generalisation

performance of the skill model, we change the orientation of the phantom, as shown in Fig. 8.11. The
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Phantom is rotated within θ and r. We conducted the experiment on different rotation angles. For each

case, we conducted ten times, and the performance result is shown in Table.8.1. The success rate is

higher than 78%, and the complete time within 40s. The result demonstrates that the efficiency and

success of different cases. The experiment results by the third participant are presented. The complete

time of the proposed method is reduced 33%, from 45s to 30s, as shown in Fig.8.12. The comparison

of the baseline model and the proposed framework is shown in Table.8.2

Table 8.1: Generalisation performance evaluation.

Rotation angle θ −20◦ −10◦ −10◦ 20◦ 30◦

Success rate 0.80 0.90 0.88 0.85 0.78

Time (s) 35 32 30 34 40

Force error (N) 0.60 1.2 0.4 0.8 1.5

Image deviation 0.85 0.88 0.94 0.92 0.84

Table 8.2: Performance evaluation on Phantom.

Success

rate

Time

mean (s)

Time

variance

(s)

Force er-

ror (N)

Force

variance

(N)

Proposed 0.90 30 3 2 0.53

Baseline 0.75 45 6 3 1.3
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Figure 8.13: The results of the proposed method and the original network.

8.4.4 Validation on human subject

The trajectory and contact force results by the fourth participant are presented. The performance of the

proposed method is validated on human subjects, as shown in Fig. 8.13. The predicted trajectory and

the contact force are smoother than the original model. In addition, the contact force error along the Z

axis is below 1N, while the original force error is 2.7N ( the desired force Fzis 10N ). As shown in Fig.

8.14, from (a) to (c) the robot could adjust the probe to place the artery (black circle) in the center of

the ultrasound image. The robot could control the probe to acquire good ultrasound images. We chose

the result of one experiment as an example to illustrate that the robot automatically adjusts the probe to

make the carotid artery image in the center of the image, as shown in Fig. 8.14.
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Figure 8.14: The results of ultrasound images on human subject. The ultrasound images of artery when

robot scan autonomously. From (a) to (c), the robot gradually adjusts the probe to allow the artery

(black circle) in the centre.

8.5 Summary

In this chapter, we proposed a novel robot-assisted ultrasound scanning method, integrating deep mul-

timodal imitation learning, compliant control, and trajectory smooth process. A deep neural network

model was designed to encode multimodal information, including the RGB images, force data, ultra-

sound images, and proprioceptive information for robot-assisted ultrasound scanning artery. The exper-

iment results show that the deep multimodal imitation model has better generalization capability than

the reduced models without certain modal information. Also, a trajectory optimisation planner between

the deep imitation learning module and the low-level impedance controller was designed, which was

used to smooth the trajectory generated by the deep imitation learning algorithm. The trajectory opti-

misation module improves the success rate compared the pure multimodal imitation learning method.

The results show that the proposed approach can significantly improve the success rate of procedure

completion.
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9 Conclusions and future work

9.1 Conclusions

In this thesis, we studied the robot manipulator skill learning and generalising through teleoperation.

First, one of the contributions is the development of a multimodal teleoperation system for human-in-

the-loop, combining the intelligence of human beings and the autonomy of robots and allowing human-

robot skill transfer. The multimodal teleoperation system can capture the dexterous manipulation skills

of human beings and achieve the human-in-the-loop mechanism for correction and demonstration on-

line. We implemented different interfaces for human-robot interaction, teleoperation and corrections.

The natural and intuitive interfaces improve the dexterity and experience of human operators, reducing

the physical fatigue and cognitive workload of operators and increasing control performance.

Second, we proposed a composite dynamic movement primitive (CDMP) skill modelling based

on the neural network for manipulation skills, including motion and orientation skills. The primitive

motor skills, including motion, orientation and force skills, are encoded by the proposed CDMP, and

the primitive motor skills are implemented by various controllers, such as impedance controller, force

controller, and hybrid position/ force controller etc., forming the primitive behaviours. The dexterous

and primitive behaviours are used to generate human-like and complex manipulation behaviour for

various manipulation tasks.

Third, in contrast to the primitive skill theory in previous work, the novel primitive behaviour li-

brary allows robots to execute more complex and diverse tasks. Inspired by human decision and action
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mechanisms, we combined the behaviour tree model with the primitive behaviour library theory. We

have evaluated the feasibility and effectiveness of the primitive behaviour theory through various ma-

nipulation tasks with multi-steps, including rolling pizza dough and robot-assisted composite layup

etc. The primitive behaviours can be merged and sequenced based on the task requirements and sens-

ing feedback for contact-rich and multiple sequences tasks. This primitive behaviour library method

benefits from the advantages of the behaviour tree and real-time perceptual feedback to improve the

generalisation of LfD.

Last, we proposed a deep imitation learning model to deal with multimodal information, includ-

ing the RGB image, force profile, ultrasound image, and proprioceptive information for robot-assisted

ultrasound scanning artery. The deep imitation learning module predicts reference motion and force

command. We designed a compliant controller in Cartesian space to track reference trajectory and de-

sired force. To smooth the trajectory and ensure safety, we employed a trajectory optimization planner

between the deep imitation learning module and the low-level compliant controller. The generalization

capability of the deep multimodal imitation learning module and control performance and the quality

of the acquired ultrasound image through Phantom and the human subject were evaluated. The re-

sults show that the proposed approach is able to significantly improve the success rate of procedure

completion, and the complete time is reduced.

In summary, we developed an intuitive teleoperation-based system for human-robot skill transfer

and proposed various methods for manipulation skills learning and generalising.

9.2 Limitations and future work

Although we have implemented an intuitive teleoperation-based system for human-robot skill transfer

and proposed various methods for manipulation skills learning and generalising, several questions can

176



Robot Manipulator Skill Learning and Generalising through Teleoperation 19042198

be further investigated in the future.

• The multimodal teleoperation robot system can be further optimised by integrating the robot hand,

bimanual arms, tactile sensors etc. For dexterous manipulation tasks in practice, an arm-hand or mobile

arm-hand system are necessary to perform these tasks, such as picking up fruits and robot-assisted

healthcare etc. In addition, the inclusion of additional sensors, such as tactile sensors, facilitates the

acquisition of richer contact information. Such modality information proves crucial for human beings

to execute dexterous manipulation tasks effectively.

• Simulation environments that are quite similar to the real environments, such as digital twins, can

be investigated to replace the real robot environments in which data-driven robot learning methods, such

as deep reinforcement learning, can be employed to train robots. The learned skills through simulation

environments can be transferred to real robots system with less effort. Reducing the gap between the

simulated environments and real robots will benefit the robot skill learning process, such as requiring

less real robot data, parallel training robots etc.

• In this project, we focused on exploring the learning of primitive manipulation skills and imple-

menting compliant control to execute these acquired skills. Nevertheless, when dealing with complex

and long-horizon manipulation tasks, there arises a necessity to conduct the segmentation and merging

of a diverse range of primitive skills. Recently, large language models (LLMs), like ChatGPT, have

demonstrated remarkable efficacy in decision-making and planning. Therefore, the investigation of

LLMs can be integrated with the primitive skill theory to address the long-horizon robot manipulation

tasks.

• We developed human-robot interfaces with various devices and compared the performance of dif-

ferent interfaces via robot-assisted medical examination tasks in this project. However, there are various

constraints to performing human-robot interaction in practice, such as workspace limitations, contact
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force constraints, etc. How to design the control system to facilitate human operation? When robots

are deployed in practice, studying the teleoperation interface is still open for dexterous manipulation.

Adaptive and shared control algorithms can be investigated during human teacher demonstration, which

may benefit the human experience and control performance.
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10 Appendix

In chapter 3, we conduct the user study, and the NASA Task load index (Hart, 2006) is shown as

follows.

Name   Task    Date

   Mental Demand How mentally demanding was the task?

   Physical Demand How physically demanding was the task?

   Temporal Demand How hurried or rushed was the pace of the task?

   Performance How successful were you in accomplishing what
you were asked to do?

   Effort How hard did you have to work to  accomplish
your level of performance?

   Frustration How insecure, discouraged, irritated, stressed,
and annoyed wereyou?

Figure 8.6

NASA Task Load Index

Hart and Staveland’s NASA Task Load Index (TLX) method assesses
work load on five 7-point scales. Increments of high, medium and low
estimates for each point result in 21 gradations on the scales.

Very Low Very High

Very Low Very High

Very Low Very High

Very Low Very High

Perfect     Failure

Very Low Very High
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