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ABSTRACT In the Internet of Things (IoT) ecosystem, some processing is done near data production sites at
higher speeds without the need for high bandwidth by combining Fog Computing (FC) and cloud computing.
Fog computing offers advantages for real-time systems that require high speed internet connectivity. Due to
the limited resources of fog nodes, one of the most important challenges of FC is to meet dynamic needs in
real-time. Therefore, one of the issues in the fog environment is the optimal assignment of tasks to fog
nodes. An efficient scheduling algorithm should reduce various qualitative parameters such as cost and
energy consumption, taking into account the heterogeneity of fog nodes and the commitment to perform tasks
within their deadlines. This study provides a detailed taxonomy to gain a better understanding of the research
issues and distinguishes important challenges in existing work. Therefore, a systematic overview of existing
task scheduling techniques for cloud-fog environment, as well as their benefits and drawbacks, is presented
in this article. Four main categories are introduced to study these techniques, including machine learning-
based, heuristic-based, metaheuristic-based, and deterministic mechanisms. A number of papers are studied
in each category. This survey also compares different task scheduling techniques in terms of execution time,
resource utilization, delay, network bandwidth, energy consumption, execution deadline, response time, cost,
uncertainty, and complexity. The outcomes revealed that 38%of the scheduling algorithms usemetaheuristic-
based mechanisms, 30% use heuristic-based, 23% use machine learning algorithms, and the other 9% use
deterministic methods. The energy consumption is the most significant parameter addressed in most articles
with a share of 19%. Finally, a number of important areas for improving the task scheduling methods in the
FC in the future are presented.

INDEX TERMS Fog computing, cloud computing, task scheduling, methods, quality of service.

I. INTRODUCTION
With the evolution of digital technologies, a huge amount
of data is generated from numerous sources [1]. Such data
can be stored and processed using cloud computing solutions.
However, cloud computing cannot support the Internet
of Things (IoT) mobility and security requirements [2].
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Therefore, ‘‘Fog Computing (FC)’’ was presented by Cisco
in 2012 [3] to solve these challenges. Fog computing extends
the cloud services to the edge of network. It reduced the data
transfer time and volume by performing the related operations
using the local resources that exist near the IoT edge devices.
Therefore, the use of local resources reduces costs, reduces
latency, increases the level of confidentiality and security, and
reduces the network traffic load. When there are no effective
resources in fog computing, cloud resources are used with
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higher costs. Fog computing and edge computing are often
used interchangeably in literature to refer to the same concept
of distributing computing resources closer to the end-users.
In this paper, we will use both terms interchangeably to refer
to this concept.

Task management in cloud-fog architectures is an impor-
tant issue. The optimal usage of cloud-fog resources to
enhance various qualitative parameters such as task execution
time, cost of operations, and energy consumption is an impor-
tant issue. The suitable task scheduling in the fog environment
reduces the costs and processing/communication delays. One
of the difficulties of researchers is the selection of an efficient
task scheduling method. To achieve the mentioned objective,
a comprehensive study and evaluation of task scheduling
methods is essential in the fog environment.

Various researchers investigate the characteristics of differ-
ent task scheduling methods in the fog environment (Table 1).
For instance, Bansal et al. [4] reviewed various task schedul-
ing algorithms in fog computing. The existing techniques in
the field of fog task scheduling are classified and investigated
in four main groups: static, dynamic, heuristic, and hybrid.
Various related qualitative parameters such as response
time, cost, and energy consumption are assessed for each
technique. Furthermore, open issues and some directions
for future work are presented. Alizadeh et al. [5] presented
a systematic review on the task scheduling algorithms in
cloud-fog. The authors reviewed different task scheduling
algorithms and discussed the strength and weaknesses of
the studied algorithms. Furthermore, various task scheduling
tools are presented in this paper. Some open issues regarding
the scheduling of tasks in cloud-fog and some directions
for future works are presented in this survey. Yang and
Rahmani [6] also reviewed 15 articles in the field of
fog task scheduling in two main categories: heuristic and
meta-heuristics. The strength and limitations of the studied
algorithms are investigated in this paper. However, there is a
lack of broader classification such as deterministic methods.
Also, the latest published articles in the field of fog-cloud
task scheduling are not included in this paper. Naha et al. [7]
explored the resource management methods in fog com-
puting. The authors presented different definitions of fog
computing and discussed the distinctions of among fog and
cloud. The classification presented in this paper is based on
the necessities of the fog paradigm. Their research direction
is focused on the research works in resource allocation, fault
tolerance, simulation tools, and fog-based micro services.
Numerous qualitative parameters are explored in this survey.
However, there is not a clear mechanism for the article
selection process. Hosseinioun et al. [8] presented a survey
article about fog-based task scheduling from 2015 to 2018.
The authors categorized the task scheduling techniques into
two groups: dynamic and static. However, this article is
written in a non-systematic manner. Therefore, the article
selection is not introduced. Kaur et al. [9] reviewed the
current literature on fog task scheduling algorithms in a
systematic manner. The selected techniques are studied in

four groups including heuristic, metaheuristic, deterministic,
and hybrid techniques. This article discussed the important
challenges of the current methods. The existing solutions
of various challenges are also investigated. The authors
analyzed the qualitative parameters and tools used for fog
task scheduling. This survey helps researchers to recognize
future directions to developed efficient scheduling methods.
Finally, Matrouk and Alatoun [10] introduced five categories
including task scheduling, resource allocation, resource
scheduling, workflow scheduling, and job scheduling to
review the problem of service management in fog computing
environments. The authors discussed the benefits and weak-
nesses of each study. The presented algorithms are compared
based on specific metrics and evaluation tools. However, the
mechanism of article selection is unclear. Additionally, future
works are not properly explained.

According to the studies in Table 1, there are some
weaknesses in the existing cloud-fog task scheduling surveys
as follows:

• The mechanism of article selection is not clear and
the introduced surveys do not have the systematic
arrangement.

• Some surveys did not evaluate the qualitative parameters
for studying the techniques.

• Many surveys did not provide a comprehensive and rea-
sonable classification of fog task scheduling techniques.

• All papers do not cover the new existing scheduling
techniques, especially in 2022.

As far as we know, this survey is the first of its kind that
provides a complete Systematic Literature Review (SLR)
on the current task scheduling techniques in fog computing
and their comparison in terms of relevant parameters. The
main purpose of this study is to review the task scheduling
algorithms presented in different articles, categorize them,
and analyze their benefits and drawbacks. Four categories
are presented to study these techniques, including machine
learning, heuristic-based, metaheuristic-based, and determin-
istic mechanisms. Additionally, some scheduling criteria are
used to assess the presented techniques. These criteria are
presented as follows:

• Execution time: The time needed to complete the
execution of a given task.

• Resource utilization: It refers to minimum usage of
resources to execute the maximum number of tasks.

• Delay: The time needed to transfer data across the
network.

• Network Bandwidth: It determines the maximum signal
rate for transmitting data.

• Energy consumption: It determines the consumed
energy by a resource to perform a task.

• Execution deadline: It is the acceptable time for
completion of a task.

• Response time: It is the required time to respond to the
user’s task.

• Cost: The amount of required budget to execute a task.
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TABLE 1. State of the art reviews of task scheduling mechanisms for fog computing.

50996 VOLUME 11, 2023



M. Hosseinzadeh et al.: Task Scheduling Mechanisms for Fog Computing: A Systematic Survey

TABLE 1. (Continued.) State of the art reviews of task scheduling mechanisms for fog computing.

The presented study includes several types of cloud-fog
task scheduling techniques with a deep understanding of
the limitations and challenges related to existing scheduling
methods to provide an in-depth meta-analysis in order to
design effective scheduling methods. This survey enables
researchers to select the appropriate scheduling technique for
a specific task.

The following classification will be discussed in
this article. The background is reviewed in Section II.
In Section III, the article selection method is provided. The
intended taxonomy for the selected fog task scheduling
papers and the selected papers are investigated in Section IV.
The reviewed studies will be compared and discussed in
Sections V. Finally, some open issues and the conclusion are
presented in Sections VI and VII.

II. BACKGROUND
In this section, some preliminaries for fog task scheduling are
explained.

A. FOG COMPUTING ARCHITECTURE
Fog computing is a decentralized structure close to end-
user to process huge quantities of data. The three-layer
architecture of the fog computing environment is shown in
Figure 1. It is appropriate for IoT applications in which
numerous distributed devices require collaboration, storage,
and processing [12]. As shown in Figure 1, various devices
such as smartphones are placed in the IoT device layer.
The IoT devices layer gathers data from sensor devices and
communicates with the fog layer. The fog layer contains
routers, gateways, workstations, switches, and access points.
This layer is close to the receiving layer and offers computing,
networking, and storage services [13]. Finally, the cloud layer
consists cloud servers [7], [14], [15].

B. TASK SCHEDULING IN CLOUD-FOG
By integrating cloud and fog, numerous methods are
developed for efficientmanagement of these platforms. These
methods decrease the traffic load in the cloud servers by
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distributing the tasks. The network edge devices send their
requests to the fog and cloud. The submitted requests are
reviewed on the fog and sent to the fog or cloud depending
on the task characteristics.

For example, in the context of Internet of Vehicles (IoV),
task scheduling becomes even more critical due to the large
number of connected vehicles generating vast amounts of
data [16], [17]. Efficient scheduling methods can help reduce
latency and ensure timely processing of tasks, leading to
improved vehicle safety and traffic management.

Task scheduling in fog computing is a complex problem
due to the dynamic nature of the fog environment, which is
characterized by heterogeneous resources, varying workload,
and mobility. Therefore, efficient techniques are needed for
task scheduling and resource management in fog-cloud [18].
Several approaches have been proposed to address this
problem, including heuristic-based, optimization-based, and
machine learning-based methods.

Heuristic-based methods involve using rules or heuristics
to assign tasks to fog nodes based on their characteristics,
such as proximity, availability, and workload [6]. These
methods are simple and efficient but may not always provide
optimal solutions. Many researchers improved heuristic
methods to achieve a better scheduling performance [19].
In some of these methods [11], [12], [20], [21], [22], [23]
the IoT nodes are clustered at the network edge to process
the requested task in parallel and decentralized. In these
methods, the tasks are clustered according to their features
such as the operating system type, task type, task priority, task
execution, task arrival time, task resource, task data, and task
data heterogeneity.

Optimization-based methods involve formulating the task
scheduling problem as an optimization problem and finding
the optimal solution using mathematical techniques such as
linear programming or integer programming. These methods
can provide optimal solutions but may be computationally
expensive.

Machine learning-based methods involve using machine
learning algorithms to learn the task allocation patterns from
historical data and predict the optimal allocation for new
tasks. These methods can adapt to the dynamic environment
and provide efficient solutions.

In conclusion, task scheduling is a crucial aspect of fog
computing, and it requires a comprehensive understanding of
the fog environment and the characteristics of the tasks and
resources. Various approaches have been proposed to address
this problem, and further research is needed to develop
efficient and scalable solutions. The related scheduling
techniques in the fog environment are reviewed in Section IV
with more details.

III. RESEARCH SELECTION METHOD
The SLR process involves the investigation of previously
performed studies [24]. This part provides an SLR-based
review for studying task scheduling techniques in fog
computing.

FIGURE 1. The three-layer fog computing architecture. [13]

FIGURE 2. The selection criteria and evaluation of research studies.

Following the guidelines given in [25], six relevant
databases are used for selecting the studies including ACM
(https://dl.acm.org/), IEEE (https://ieeexplore.ieee.org/),
ScienceDirect (https://www.sciencedirect.com/), Springer
(https://link.springer.com/), Wiley (https://onlinelibrary.
wiley.com/), and MDPI (https://www.mdpi.com/). For this
purpose, a combination of keywords is constructed using the
OR and AND Boolean operators to perform a search string
as follows:

• (Fog OR Fog Computing) AND (Scheduling OR Task
scheduling)

In the first step, the keywords search is performed on the
mentioned databases, and due to a large number of search
results, we filtered the studies and considered the ones
published from the beginning of 2018. Then, the studies
were filtered by their title and keywords. In the third step,
the abstract section of the studies is examined. Lastly, from
among all of the selected studies and based on a thorough
review of their content, only those that were completely
relevant to our topic are selected for further consideration.
This process is illustrated in Figure 2.

The distribution of the selected articles by publication year
and their publishers is shown in Figure 3. Elsevier has the
largest number of articles with 13 articles and Wiley and
MDPI have the lowest number of articles with 2 articles.
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FIGURE 3. Distribution of research papers.

FIGURE 4. The classification of task scheduling techniques in fog
computing.

Based on research purposes, this SLR survey tries to
answer the following questions:

Q1. Which scheduling mechanism has attracted more
attention?

Q2. Which performance features are addressed in the
selected scheduling techniques?

Q3. What problems exist for future works?

IV. TASK SCHEDULING IN CLOUD-FOG MECHANISMS
As shown in Table 2, a total of 47 papers will be reviewed
in this section, and their advantages and disadvantages will
be discussed. Figure 4 shows the categorization of the task
scheduling techniques in the fog environment, and classifies
the articles studied in this paper within those categories. The
proposed classification has four distinct categories including
machine learning, heuristic-based, metaheuristic-based, and
deterministic methods.

The papers are reviewed and compared based on qualitative
parameters in the following.

A. AN OVERVIEW OF MACHINE LEARNING MECHANISMS
Traditional mechanisms cannot be used effectively in huge
data sets [70], [71]. Machine learning mechanisms can be
utilized in fog task scheduling to improve the efficiency
and accuracy of the scheduling process. By analyzing
historical data and identifying patterns, machine learning
algorithms can predict future traffic loads and optimize task
allocation accordingly. This can lead to reduced latency and
improved system performance, as well as better resource
utilization. Additionally, machine learning can be used to
identify anomalies or potential failures in the system and take
proactive measures to prevent them. Overall, incorporating
machine learning mechanisms into fog task scheduling can
enhance the effectiveness of the process and improve the
overall performance of fog computing systems.

The selected machine learning-based techniques are pre-
sented in four categories in this part. Furthermore, the
advantages and disadvantage of these methods are described
and discussed.

1) ARTIFICIAL NEURAL NETWORK (ANN) BASED METHODS
FOR TASK SCHEDULING
Arri, et al. [26] developed an optimized Task Group
Aggregation (TGA) overflow handling system for fog com-
puting environments using neural computing. The authors
developed anANNbased algorithm to identify the overloaded
servers and transfer the model’s data to Virtual Machines
(VMs) in fog computing environments. Various factors
such as CPU, memory, and bandwidth are considered
to balance VMs. In addition, the Artificial Bee Colony
(ABC) algorithm is used to separate services and users
based on their specific quality. The introduced ANN-based
overflow handling algorithm enhances response time and
success rate parameters compared to current approaches.
However, energy consumption is not considered in this paper.
Furthermore, considering the computational complexity of
ANN algorithms, this work can be extended by optimizing the
computational complexity of the models. Future work could
also focus on incorporating energy efficiency considerations
into the algorithm.

2) DEEP REINFORCEMENT LEARNING (DRL) BASED
METHODS FOR TASK SCHEDULING
DRL-basedmethods offer a promising approach to improving
task scheduling in fog computing environments, with the
potential to reduce energy consumption and improve overall
system performance. These methods learn from past experi-
ences and make decisions based on real-time data, resulting
in reduced latency. However, the potential disadvantage could
be the complexity and computational cost of implementing
theDRL algorithms, whichmay require significant resources.

For instance, Li et al. [27] used deep learning models for
fog task scheduling in mobile crowd sensing applications.
The authors enhance the efficiency of image data processing
by deploying IoT devices as one of the multilayer structures
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TABLE 2. Notable task scheduling mechanisms for fog computing.
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TABLE 2. (Continued.) Notable task scheduling mechanisms for fog computing.
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TABLE 2. (Continued.) Notable task scheduling mechanisms for fog computing.

of a deep learning Convolutional Neural Network (CNN)
model. The simulation outcomes revealed that the proposed
solution minimizes the cost of bandwidth from the fog nodes
to the cloud layer. Therefore, cloud layer computations are
minimized. The presented approach focuses on optimizing
energy consumption and reducing delay by dynamically
adjusting the sampling rate of sensor data. It also enables
proactive measures to prevent potential failures by predicting
future resource availability and adjusting task scheduling
accordingly. This can help meet execution deadlines and
improve response times. However, when the scale of the
system grows, the proposed model is unable to converge and
the results are unstable.

Gazori et al. [28] also used a DRL based model for
fog task scheduling in mobile crowd sensing applications.
The authors proposed an efficient task scheduling algorithm
based on double deep Q-learning model. The purpose of
the proposed algorithm is to reduce service latency and
measurement costs within the resources and time limit. Based
on the given results in the paper, the introduced model
outperforms simple techniques in terms of delay and tasks
completion time. Furthermore, the single-point of failure
problem and problems with fog load balancing are handled
using the proposed algorithm. However, the algorithm
converges slowly with uncertainty for high dimensional state-
action space. However, the article does not provide specific
information on how the DRL approach performs in terms of
network bandwidth, and energy consumption criteria.

Furthermore, Shadroo et al. [29] proposed a two-phase
scalable scheduling algorithm based on deep learning models
to improve energy consumption in the context of IoT. In the
first phase, the clustering method is used to identify the
execution place of a task. Then, the task is scheduled

according to the place of execution. In this work, three
methods based on the Self-Organizing Map (SOM) are
proposed for the clustering part. In the two proposed
methods, the tasks received from the IoT layer are clustered
based on their attributes using SOM and hierarchical SOM
(H-SOM). In the third proposed method, Autoencoder is
used to reduce the dimensions of attributes. According to the
simulation results, the amount of missing tasks is reduced
compared to SOM and H-SOM models. The clustering of
IoT devices can reduce energy consumption. The proposed
method is also scalable and can handle large numbers of IoT
devices and fog nodes. However, their approach may require
significant computational resources and time to train the
model, which could impact the overall execution time of the
scheduling process, and may not always meet the execution
deadline requirements of some IoT applications, which could
impact their performance and reliability. Depending on the
complexity of the scheduling problem and the number of IoT
devices and fog nodes involved, the proposed method also
requires significant resource utilization, which could impact
the performance of other applications running on the fog
nodes. The scheduling process may also require significant
network bandwidth to exchange information between IoT
devices and fog nodes.

Swarup et al. [30] also proposed an algorithm called
Clipped Double Deep Q-learning for IoT task scheduling in
fog-based environments using deep reinforcement learning
to address service latency and energy efficiency. Experience
replay and the target networks techniques are used to
develop the proposed model. The authors aim to improve
energy efficiency, reduce costs, and minimize delays in task
scheduling. The algorithm clusters IoT devices based on
their resource requirements and schedules tasks for each
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cluster using deep reinforcement learning. A parallel queue
is also used to ensure that there is no lag in optimal resource
utilization. However, potential issues with execution time and
network bandwidth may arise.

Ghanavati et al. [31] introduced a learning automaton
algorithm for dynamic fault-tolerant task scheduling to
optimize response time while reliable execution of tasks. The
approach uses a state transition model to dynamically adjust
the task scheduling based on the current system state and
the availability of resources. The proposed approach also
incorporates fault tolerance mechanisms to handle failures
in the network or devices involved in the task execution.
The advantages of the proposed approach include improved
reliability and fault tolerance. The dynamic adjustment of
task scheduling based on system state can also improve
performance and reduce delays. However, the approach may
require significant computational resources to maintain the
state transition model and make dynamic adjustments to task
scheduling. Additionally, the complexity of the model may
make it difficult to implement and maintain in practice.

Nair and Bhanu [32] proposed an efficient algorithm for
rescheduling preempted tasks in fog nodes. The introduced
algorithm, Brain-Inspired Rescheduling Decision-making
(BIRD), can complete the tasks in the expected time. The
authors applied the actor-critic reinforcement learning model
to mimic the decision-making model of the human brain.
The introduced algorithm tries to achieve a rescheduling list
that meets the deadline requirements and ensures optimal
performance of the fog nodes through load balancing. The
proposed BIRD algorithm is compared with other scheduling
policies including First Come First Served (FCFS), greedy
task allocation, task allocation based on least laxity, Shortest
Job First (SJF), and Earliest Deadline First (EDF). Based on
the given results, BIRD ensures the deadline requirement of
the preempted task by load balancing and rescheduling the
preempted tasks to fog nodes. The experimental evaluation
shows that the execution time of the BIRD algorithm
is expected to be faster than other scheduling policies.
The BIRD algorithm ensures optimal performance of fog
nodes through load balancing while rescheduling preempted
tasks to fog nodes, thereby reducing delay caused by task
preemption and optimizing resource utilization. However, the
paper focuses solely on rescheduling preempted tasks in fog
computing, which may limit its applicability to other areas of
computer science or technology.

Overall, DRL methods provide a promising approach for
fog task scheduling that can improve performance in terms of
delay and energy consumption. However, implementing the
DRL algorithms may pose a potential drawback due to their
complexity and computational cost, which could demand
considerable resources.

3) GRAPH-BASED DEEP LEARNING METHODS FOR
TASK SCHEDULING
Graph Neural Networks are a type of neural network
designed specifically to work with graph-structured data.

This technique has gained significant attention in recent years
due to its ability to address challenges in various domains,
such as social network analysis and privacy-preserving
machine learning. Recently, graph neural networks (GNNs)
have emerged as a promising solution for optimizing task
scheduling in fog computing. GNNs have emerged as a
promising approach to task scheduling by leveraging the
power of deep learning and graph theory.

Graph-Based Deep Learning Methods use graph-based
models to represent the relationships between tasks and
resources in the fog computing environment. These mod-
els can capture complex dependencies between tasks and
resources, allowing for more accurate scheduling decisions.
However, these methods can be computationally expensive
and require large amounts of data to train.

For instance, Jamil et al. [33] proposed a new algorithm
called IRATS for online resource allocation and task schedul-
ing in a vehicular fog network. The algorithm is based on
deep reinforcement learning and takes into account both
priority and deadline constraints of tasks. The algorithm
works by first predicting the future resource requirements of
tasks using a Long Short-Term Memory (LSTM) network.
Then, it uses a DRL agent to allocate resources to tasks
based on their priority and deadline constraints, while also
considering the current state of the network. The DRL agent
learns from its past experiences to make better decisions
in the future. The advantages of IRATS include its ability
to handle dynamic changes in the network, its ability to
prioritize tasks based on their importance, and its ability to
meet task deadlines. However, one potential disadvantage of
IRATS is that it requires significant computational resources
to train the DRL agent. Additionally, the accuracy of the
LSTM network’s predictions may be affected by changes in
the network environment.

Furthermore, Li et al. [34] developed a deep-graph-based
reinforcement learning approach for joint cruise control and
task offloading in aerial EdgeIoT systems. The proposed
approach uses a graph neural network to model the complex
relationships among the system components and optimize the
joint control and offloading decisions. The advantages of the
proposed approach include improved system performance,
reduced energy consumption, and enhanced reliability.
However, the approach requires significant computational
resources andmay suffer from scalability issues in large-scale
systems. Overall, the paper presents a promising approach for
optimizing EdgeIoT systems but further research is needed to
address its limitations.

4) FEDERATED LEARNING BASED METHODS FOR
TASK SCHEDULING
Federated learning is a distributed machine learning approach
that allows multiple parties to collaboratively train a model
without sharing their data. This technique leverages federated
learning techniques to train machine learning models on
decentralized data sources (e.g., edge devices) without
compromising privacy or security. The main advantage of
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this approach is its ability to leverage distributed computing
resources while preserving data privacy and security. How-
ever, it may also require careful design of communication
protocols and aggregation methods to ensure convergence
and accuracy.

Liu et al. [35] presented a federated learning-based
multi-task scheduling mechanism for edge computing that
utilizes trusted computing sandbox technology. The proposed
mechanism aims to improve the efficiency and security
of task scheduling in edge computing environments. The
mechanism consists of three main components: a task
scheduling module, a federated learning module, and a
trusted computing sandbox module. The task scheduling
module is responsible for allocating tasks to edge nodes
based on their capabilities and workload. The federated
learningmodule enables the collaborative training ofmachine
learning models on distributed data without compromising
data privacy. The trusted computing sandbox module ensures
the security of the system by creating a secure execution
environment for each task. The proposed mechanism has
several advantages, including improved efficiency, reduced
communication overhead, and enhanced security. However,
it also has some limitations, such as the need for specialized
hardware and software support for trusted computing. Over-
all, the proposed mechanism shows promise for improving
the performance and security of task scheduling in edge
computing environments.

Shi et al. [36] presented a federated deep reinforcement
learning-based task allocation mechanism for vehicular fog
computing. The mechanism employs a multi-agent reinforce-
ment learning approach to allocate tasks to vehicles in a fog
computing environment. The proposed mechanism aims to
enhance the efficiency and reliability of task allocation in
vehicular fog computing environments. The mechanism has
several advantages, including improved resource utilization,
reduced communication overhead, and enhanced reliability.
However, it also has some limitations, such as the need
for large amounts of data for training and the potential for
privacy concerns. Overall, the proposed mechanism shows
promise for improving the performance and reliability of task
allocation in vehicular fog computing environments.

A summary of the reviewed techniques along with their
major advantages and disadvantages is presented in Table 3.

B. AN OVERVIEW OF HEURISTIC BASED MECHANISMS
Heuristic-based mechanisms for fog task scheduling are
methods that use rules of thumb or best practices to allocate
tasks to devices in a fog computing environment. These
mechanisms do not rely on machine learning techniques,
but rather on simple decision-making rules that are based
on experience or intuition. Heuristic-based mechanisms
can be simple and easy to implement, but they may not
always result in optimal task allocation [72]. They also
do not adapt to changing conditions or learn from past
experiences like machine learning-based approaches do.

The following section reviews several heuristic-based fog
scheduling methods that utilize various factors to achieve
improved scheduling outcomes.

For instance, Arisdakessian et al. [37] presented FoG-
Match, an intelligent multi-criteria IoT-Fog scheduling
approach that uses game theory to allocate tasks to fog
nodes. FoGMatch considers multiple factors such as energy
consumption, delay, and resource availability in its decision-
making process. The authors compare FoGMatch with other
scheduling approaches and show that it outperforms them in
terms of task completion time and energy consumption. The
advantage of FoGMatch is its ability to adapt to changing
conditions and learn from past experiences. It also considers
multiple criteria in its decision-making process, which can
lead to better task allocation. However, the disadvantage is
that it relies on complex algorithms and may require more
computational resources than heuristic-based mechanisms.

Furthermore,.Azizi et al. [38] formulated the task schedul-
ing problem with the objective of reducing the overall energy
consumption of fog nodes while meeting the various quali-
tative requirements of IoT tasks. The proposed model tries
to minimize deadline violation time. The authors mapped
IoT tasks to fog nodes using two presented semi-greedy
based algorithms including Priority-aware Semi-Greedy
(PSG) and PSG with Multi-start method (PSG-M). Based
on the presented results, the proposed algorithm increases
the percentage of tasks that meet their deadline, reduces
the total time of deadline violation, and optimizes the
energy consumption of fog resources and system makespan
compared to existing algorithms. According to the time
complexity analysis performed in the paper, this algorithm
is a suitable solution for real-time scheduling of IoT tasks in
fog computing systems.

In addition, Hosseini et al. [39] presented a dynamic
scheduling algorithm based on the Priority Queue, Fuzzy
and Analytical Hierarchy Process (PQFAHP). The proposed
PQFAHP algorithm combines multiple priorities and can per-
form multi-criteria prioritization. The authors implemented
dynamic scheduling based on various criteria including
completion time, energy consumption, RAM, and deadline.
The outcomes revealed that the proposed multi-criteria
PQFAHP outperforms the benchmark algorithms in terms of
waiting time, delay, service level, response time, number of
scheduled tasks, and energy consumption.

Xu et al. [47] proposed an algorithm based on adaptive
dynamic programming to find the best path for processing
data with different priorities at fog nodes. The purpose
of the proposed algorithm is to reduce time delay and
energy consumption to perform priority-based tasks. The
simulation results showed that the proposed algorithm
increases efficiency and reliability. In addition, it also reduced
power consumption.

Madhura et al. [40] introduced a novel list scheduling
algorithm. The proposed algorithm is implemented in
three steps: level sorting, task prioritization, and processor
selection. First, in order to determine the level of task,
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TABLE 3. Summary of the task scheduling in machine learning mechanisms.

the dependence of tasks is determined. In the second step,
tasks with more immediate successor tasks are assigned
higher priority based on the accumulated execution cost, data
transfer cost, and rank of predecessor task attributes. Finally,
a noncrossover method is applied to processor selection.
The proposed algorithm reduced the execution cost of tasks
using a noncrossover method. Based on the given results, the

proposed algorithm performs better than HEFT and PEFT
algorithms. In addition, the results showed that the proposed
algorithm has less time complexity. However, it increased the
communication cost and decreased the performance.

Choudhari et al. [41] designed a priority-based task
scheduling algorithm with the aim of enhancing fog network
performance and reducing costs. The proposed algorithm
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allocates services to users based on priority levels. In the
proposed method, if the centralized module detects that there
are not enough resources in the fog nodes to perform a
specific task, the task is sent to the cloud after calculating
the essential monetary costs. The applications are prioritized
based on user expectations and service deadlines to optimize
execution time and cost of tasks.

Najafizadeh et al. [42] also proposed a privacy-driven
architecture for task scheduling in IoT. The authors proposed
a multi-objective algorithm to reduce service time and
cost. Therefore, the best solutions are determined using
the Goal Programming Approach (GPA). Experimental
results revealed that the proposed algorithm improves the
performance and convergence speed compared to other
multi-objective algorithms while considering the privacy
requirements of IoT devices.

Charântola et al. [43] presented a scheduling algorithm
considering the application delay requirement in a fog-cloud
environment. In the proposed approach, each application is
considered as a set of modules that communicate with each
other to complete a task. Therefore, modules that are far
from each other cause a delay in the completion time. The
results of the article show that the presented algorithm is an
efficient algorithm for scheduling real-time applications in
multi-tiered cloudlet infrastructures.

Verma et al. [44] introduced a Rank-based Mobility-
aware Scheduling (RMS) technique that uses contextual
information to rank resources. MobFogSim simulation tool
is used to implement the proposed RMS. The results show
that RMS performs better than Distance-based Mobility-
aware Scheduling (DMS) in terms of migration time, delay,
downtime, tuple lost, and execution time.

Liu et al. [45] presented a decentralized algorithm called
Diffractive Stable Task Scheduling (DATS) to minimize
activity delay in heterogeneous fog nodes. The proposed
DATS has two main elements: (1) PE-based progressive
computing resources competition, and (2) the quality of
experience-based synchronized task scheduling. The exper-
imental results showed that the proposed algorithm reduces
the service delay in dissimilar fog nodes by obtaining
a suitable trade-off between computation resources and
relationship capabilities. Moreover, the proposed DATS
algorithm provides low complexity and ensures system
stability. However, energy consumption is not considered in
this work.

Guo et al. [46] proposed an energy-efficient and delay-
guaranteed workload allocation scheme for IoT-edge-cloud
computing systems. The proposed scheme considers the
characteristics of IoT devices, edge servers, and cloud servers
to allocate tasks to the most suitable computing resources.
The scheme uses a two-stage optimization approach that first
allocates tasks to edge servers based on their processing
capabilities and then assigns remaining tasks to cloud servers.
The proposed scheme also considers the energy consumption
of computing resources and aims to minimize it while
ensuring delay guarantees for tasks. The advantages of the

proposed scheme include its ability to handle dynamic work-
load changes, its consideration of energy consumption, and
its ability to provide delay guarantees for tasks. The scheme
also reduces the communication overhead between IoT
devices and cloud servers by allocating tasks to nearby edge
servers. The disadvantages of the proposed scheme include
its reliance on accurate task execution time estimation and
its complexity due to the two-stage optimization approach.
Additionally, the proposed scheme may not be suitable
for scenarios where edge servers have limited processing
capabilities or when there are a large number of IoT devices
with varying task requirements.

Various dynamic programming approaches have been
proposed in the literature to optimize fog scheduling.
Xu et al. [47] proposed an algorithm based on adaptive
dynamic programming to find the best path for processing
data with different priorities at fog nodes. The purpose of
the proposed algorithm is to reduce time delay and energy
consumption to perform priority-based tasks. The simula-
tion results showed that the proposed algorithm increases
efficiency and reliability. In addition, it also reduced power
consumption. In addition, Li, et al. [48] proposed a novel
approach for workload allocation in the IoT environment.
The proposed approach involves the cooperation between
fog nodes and cloud servers to allocate workloads efficiently
and reduce task service delay. The presented workload
allocation algorithm considers the workload characteristics,
resource availability, and communication latency between
fog nodes and cloud servers. The algorithm uses a dynamic
programming technique to optimize the workload allocation
and minimize the task service delay. The advantages of
the proposed approach include reduced task service delay,
improved resource utilization, and increased scalability.
The fog-fog-cloud cooperation enables efficient workload
allocation and reduces the burden on individual fog nodes,
leading to improved performance. However, the proposed
approach requires a high level of coordination between fog
nodes and cloud servers, which may increase communication
overhead. Additionally, the dynamic programming technique
used in the algorithm may be computationally expensive
for large-scale IoT environments. Finally, Li, et al. [49]
presented a resource allocation and task offloading scheme
for heterogeneous real-time tasks with uncertain duration
time in a fog queueing system. The scheme aims to minimize
the total cost of task execution while meeting the deadline
constraints of each task. The proposed scheme uses a dynamic
programming approach to determine the optimal resource
allocation and task offloading decisions. The scheme also
takes into account the uncertainty in task duration time by
using a probabilistic model. The advantages of the proposed
scheme include its ability to handle heterogeneous tasks
with uncertain duration time, its ability to meet deadline
constraints, and its optimization of resource allocation and
task offloading decisions. However, it requires significant
computational resources to determine the optimal decisions,
which may not be feasible in some scenarios.
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The scheduling problem in healthcare IoT systems is
complex and dynamic, with multiple criteria and constraints
that need to be considered simultaneously. Therefore, several
task scheduling algorithms have been proposed for healthcare
IoT systems. Abdelmoneem et al. [50] introduced an effective
mobility-aware heuristic-based task scheduling algorithm for
cloud-Fog IoT-based healthcare architectures. The proposed
method dynamically balances the distribution of tasks accord-
ing to the patients’ movements and the spatial/temporal
residual of their sensed data. It minimized the total scheduling
time during the ranking and reallocation processes, using
the critical level and maximum task response time. The
obtained results are compared with other common solutions.
The results showed that the presentedmethod reduces the per-
centage of makespan and energy consumption. However, the
algorithm may require more computational resources, which
can be a disadvantage in resource-constrained environments.
In addition, .Aladwani [51] proposed a novel algorithm called
Task Classification and Virtual Machine Categorization
(TCVC) for medical data scheduling. The presented method
uses the MAX-MIN algorithm to reduce the waiting time
in the queue. The proposed TCVC enhanced the execution
of IoT social insurance planning in the conditions of fog
registration, depending on the importance of task. The results
presented in the paper confirm the improvement in total
execution time, total completion time, and total waiting
time. However, energy consumption is not considered in the
proposed algorithm.

C. AN OVERVIEW OF METAHEURISTIC BASED
MECHANISMS
In meta-heuristic algorithms, a random solution space is
used for task scheduling. With a few changes in meta-
heuristic algorithms, they can be used to solve various
optimization problems [73]. The meta-heuristic algorithms
are problem independent [74]. Fog task scheduling using
meta-heuristic algorithms has shown promise in improving
resource utilization and reducing latency in distributed
fog computing environments. In this part, some studies
are reviewed on meta-heuristic task scheduling in the fog
environment.

Xu et al. [75] proposed a task scheduling approach based
on Laxity-Based Priority andAnt Colony System (LBP-ACS)
in cloud-fog environment. The LBP algorithm is applied to
obtain priority of tasks. Furthermore, Constrained Optimiza-
tion Algorithm based on the ACS (COA-ACS) is used for
task scheduling. Simulation results showed that the proposed
algorithm performs better than Greedy for Energy (GfE),
Heterogeneous End Time (HEFT) and hybrid ant colony
optimization with differential evolution algorithms in terms
of reducing energy consumption and failure rate in scheduling
dependent tasks with mixed deadlines. However, the authors
considered only associated tasks and not independent tasks.

Ghobaei-Arani et al. [52] introduced a Moth-Flame
Optimization (TS-MFO) algorithm for scheduling tasks in the

fog environment. Thea main goal of the presented method
is to meet the QoS requirements of Cyber Physical System
(CPS) applications. The introduced TS-MFO algorithm can
found the best solutions to locate the fog nodes. Using
the iFogSim simulator, TS-MFO is compared with Particle
Swarm Optimization (PSO), Non-dominated Sorting Genetic
Algorithm-II (NSGA-II), and Bee Life Algorithm (BLA).
The results revealed that the TS-MFO algorithm reduces the
total execution time of the tasks. However, the authors ignore
the energy consumption and communication cost.

A Novel Bio-Inspired Hybrid Algorithm (NBIHA) is
proposed by .Rafique et al. [18] for efficient task scheduling
and resources management in the fog environment. The
proposed NBIHA is a combination of Modified Particle
Swarm Optimization (MPSO) and Modified Cat Swarm
Optimization (MCSO) [76]. In this algorithm, the best match
of fog devices for an input task is discovered based on the
requested memory and CPU time. Compared with the three
approaches First Come First Serve (FCFS) [77], Shortest Job
First (SJF) and MPSO, the NBIHA algorithm provides better
results in terms of execution time, energy consumption and
average response time. However, this work does not address
the communication cost.

Binh et al. [53] introduced a genetic scheduling algorithm
called Time–Cost aware Scheduling (TCaS) in IoT-Fog-
cloud based on computation time and operational cost. The
proposed TCaS considers the trade-off between different
criteria including time, cost, and user satisfaction. In this
method, a three-layer model including client layer, fog layer,
and cloud layer is used for resource allocation. The algorithm
tries to assign tasks to the client and fog layers, and the
rest of the requirements are met through the cloud layer.
The performance of TCaS is evaluated with different task
sets. Various factors including total response time, processing
time and data center cost are measured. However, TCaS
allocates resources before processing and does not consider
runtime allocation of resources. Furthermore, deadline is not
considered in the proposed approach.

Hosseinioun et al. [11] proposed an efficient hybrid
algorithm based on invasive weed optimization and culture
algorithms. The purpose of the proposed algorithm is to
minimize energy consumption based on Dynamic Voltage
and Frequency Scaling (DVFS). The presented results
confirmed that the proposed DVFS algorithm meets the real-
time requirement in heterogeneous systems.

Abdel-Basset et al. [54] proposed three algorithms based
on heuristic marine predators to tackle the task scheduling
problem in a fog-cloud environment. In addition to the
standard MPA, the authors introduced two other versions:
modified MPA (MMPA), and improved MMPA. In MMPA,
the exploitation capability of the MPA algorithm is improved
based on the latest updated positions rather than the last
best one. Furthermore, the authors improved MMPA toward
the best approach with mutation and ranking strategy based
reinitialization. The proposed algorithms are compared with
other meta-heuristic algorithms and genetic algorithms in
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TABLE 4. Summary of the task scheduling in heuristic-based mechanisms.

51008 VOLUME 11, 2023



M. Hosseinzadeh et al.: Task Scheduling Mechanisms for Fog Computing: A Systematic Survey

terms of energy consumption, makespan, flow time and
carbon dioxide emission rate. The obtained outcomes showed
that the improved MMPA has a better performance compared
to other algorithms.

Aburukba et al. [55] presented a heuristic-based schedul-
ing approach using Genetic Algorithm (GA) to meet the
maximum requests amount considering their deadlines. The
architecture of the proposed method is based on the three-
layer fog computing architecture. To ensure QoS delivery,
deadline misses are minimized using a mixed integer
programming optimization model. The simulation result
confirmed that the deadline misses of the proposed method id
20% to 55% better than round robin and priority scheduling
techniques. The proposed technique provides a near-optimal
solution in reasonable computational time.

Abdel-Basset et al. [56] proposed a Harris Hawks
Optimization algorithm based on a Local Search strategy
(HHOLS) for scheduling energy-aware tasks in a fog
environment to meet QoS requirements in the Industrial IoT
(IIoT). In this paper, the proposed HHOLS is compared
with other meta-heuristic methods based on several criteria
such as energy consumption, makespan, cost, flow time, and
carbon dioxide emission rate. Based on the given results,
the proposed HHOLS algorithm performs better compared to
other algorithms.

Tanha et al. [57] presented a new hybrid algorithm
based on a combination of Genetic And Thermodynamic
Simulated Annealing Algorithm (GATSA) to solve workflow
scheduling in a cloud environment with regard to makespan
minimization. The proposed GATSA algorithm uses thermo-
dynamic laws to reduce the temperature. Experiments con-
ducted under different conditions confirmed the qualitative
performance of GATSA against other counterparts in terms
of evaluation criteria. However, GATSA requires more time
to execute than others.

Boveiri et al. [58] proposed an efficient variation of
ant colony optimization algorithm named Max–Min Ant
System (MMAS) for optimal task-graph scheduling in
IoT applications. The proposed system uses ant colony
optimization to schedule tasks in multiprocessor systems.
The main purpose of this work is to identify the priority
of the tasks to assign them to the appropriate systems.
The proposed system is evaluated using different random
task graphs with varied shape parameters. The outcomes
revealed the effectiveness and superiority of the presented
MMAS system against its traditional counterparts in terms
of performance. However, the proposed approach does not
address energy consumption.

Wang et al. [59] proposed a Cooperative Multi-Task
Scheduling based on Ant Colony Optimization algorithm
(CMSACO). The purpose of the proposed work is to
improve task profit, task deadline, task dependency, node
heterogeneity and load balance. Based on the presented
results, the proposed algorithm executes the offloaded tasks
in fog devices by improving the delay factor, finish time and
energy consumption.

Najafizadeh et al. [60] proposed a Multi-Objective Simu-
lated Annealing (MOSA) algorithm for secure distribution of
tasks on cloud and fog nodes based on deadline limits. Also,
the Goal Programming Approach (GPA) is used to identify
a solution that meets multiple goals. In this method, access
level and scheduling based on client request goals are con-
sidered for assigning IoT tasks between fog and cloud nodes.
The proposed method is compared against Multi-Objective
Particle Swarm Optimization (MOPSO), Multi-Objective
Tabu Search (MOTS), and Multi-Objective Moth-Flame
Optimization (MOMF). The experimental results revealed
that the proposed algorithm has achieved better performance
in terms of service delay time, access level control and
deadline. In addition, it has achieved satisfactory results in
terms of service cost.

Movahedi and Defude [61] formulated the task scheduling
problem as an Integer Linear Programming (ILP) optimiza-
tion model to optimize time and energy consumption in the
fog environment. Furthermore, an enhanced Whale Opti-
mization Algorithm (WOA) algorithm called Opposition-
based ChaoticWhale OptimizationAlgorithm (OppoCWOA)
is presented to solve the modeled task scheduling problem.
The efficiency of the proposed OppoCWOA is proved
compared to the original WOA, ABC, PSO, and GA
algorithms in terms of convergence speed and accuracy in
achieving time-energy balance.

Yadav et al. [62] proposed a hybrid scheduling algorithm
for the fog environment. The presented algorithm is a
combination of Heterogeneous Earliest Finish Time First
(HEFT) and fireworks algorithm (FWA) for bidirectional
optimization. The main purpose of this work is to reduce
makespan and cost.

Abdel-Basset et al. [63] introduced an Improved Elitism
Genetic Algorithm (IEGA) to solve the fog task scheduling
problem. In the proposed IEGA, mutation and crossover
rates are modified to explore more combinations that may
constitute near-optimal permutation. In addition, in order
to avoid getting stuck in local minima and identify a
better solution, the proposed algorithm mutates a number of
solutions based on a certain probability. The results showed
that the proposed IEGA performs better than recent robust
optimization algorithms in terms of makespan, flow time,
fitness function, carbon dioxide emission rate, and energy
consumption.

Jia et al. [64] formulated a low-complexity Pareto
optimization-basedmodel for task scheduling, where queuing
models are provided for delay estimation and energy
consumption models for heterogeneous resources. In the pro-
posed model, a set of non-dominated solutions is obtained by
local search procedures. Then, the non-dominated solutions
are improved using a tree-based local search method. The
introducedmethod is comparedwith four classical algorithms
for similar problems. The experimental results demonstrated
the efficacy and robustness of the proposed algorithm.

Aburukba et al. [65] presented an efficient GA-based
algorithm for scheduling IoT requests. The outcomes showed
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that the introduced algorithm is superior in terms of overall
delay compared to Waited Fair Queuing (WFQ), Priority-
Strict Queuing (PSQ), and RR techniques. Furthermore, the
proposed algorithm improves meeting the requests deadlines.
Moreover, this work can be extended with various functions
to maximize the utilization of resources and minimize
latency.

D. AN OVERVIEW OF DETERMINISTIC MECHANISMS
Deterministic mechanisms always produce the same output
for a given input. Deterministic mechanisms for fog task
scheduling involve using a predefined set of rules and
algorithms to allocate tasks to fog nodes. Exhaustive search is
an example of a deterministic approach to the task scheduling
problem. The exhaustive algorithms enumerate the entire
search space to find the optimal plan based on the given cost
model. These mechanisms do not involve any randomness
or probabilistic methods. Deterministic mechanisms for fog
task scheduling are simple and easy to implement. However,
they may not always result in optimal resource utilization
or latency reduction. The fog task scheduling techniques
regarding the deterministic mechanisms are discussed in this
part.

Kyung [66] presented a prioritized task distribution model
considering static and opportunistic fog nodes with respect to
their mobility. In this model, it is possible to process delay-
sensitive tasks in static fog nodes and delay in-sensitive tasks
in opportunistic fog nodes. Based on the results presented
in this paper, the proposed model performs better than
other traditional models in terms of service response delay
and outage probability. However, there are some potential
disadvantages to this approach. The ranking of fog nodes
may not always accurately reflect their actual computing
capabilities or workload. Additionally, the prioritization of
tasks may result in lower-priority tasks being delayed or
neglected, which could impact overall system performance.

Tsai et al. [67] proposed a linear transformation model
to solve the nonlinear task assignment problem in cloud-
fog systems. Various criteria including execution time and
operating costs are considered for optimal task allocation.
The proposed model can find the optimal solution based
on task requirements, nodes’ processing speed, and nodes’
resource usage cost. Although the proposed deterministic
approach can identify an optimal solution, the computational
complexity of the approach grows rapidly as the problem size
increases.

Caminero and Muñoz-Mansilla [68] proposed a network-
aware scheduling algorithm to select the appropriate fog node
to execute an application within a given deadline. The status
of the network is considered in the introduced scheduling
technique. The proposed algorithm is an extension to the
Kubernetes default scheduler. The results revealed that the
presented algorithm can execute all the submitted taskswithin
the deadline and reach the optimal solution. Furthermore,
Yin, et al. [78] is also presented a container-based task

FIGURE 5. Various types of fog scheduling techniques used in the
selected articles.

scheduling algorithms in Fog computing. The obtained out-
comes by the authors revealed that the proposed algorithms
improve resource utilization by minimizing delay.

Razaque et al. [69] presented an efficient hybrid algorithm
to decrease energy consumption for the Mobile Fog-Based
Cloud (MFBC). In the proposed algorithm, the voltage
scaling factor is used to reduce energy consumption. The
identity of mobile cloud users is also secured using block
chain technology. The proposed algorithm includes job-
scheduling and machine power calculation modules to
allocate tasks for mobile fog cloud users in a time-series
fashion to improve the throughput and latency. The presented
approach also proposed a secure key management scheme
that ensures secure communication between the fog nodes
and the cloud. The performance of the proposed algorithm
is significantly better than the state-of-the-art algorithms in
terms of security, energy efficiency, throughput and latency.
However, there are some disadvantages to consider. One
potential disadvantage is the complexity of the architecture,
which may require significant resources to implement.

V. RESULTS AND COMPARISONS
The selected task scheduling mechanisms in the fog environ-
ment are investigated in the previous section. Themost impor-
tant fog scheduling mechanisms until 2023 are presented.
Based on the reviewed articles, machine learning, heuristic-
based, metaheuristic-based, and deterministic mechanisms
are the four main categories of task scheduling mechanisms
in fog-cloud. Figure 5 shows the popularity of various
techniques in the fog task scheduling, which clearly shows
that metaheuristic and heuristic are the most popular ones.

The reason why metaheuristic and heuristic methods are
more popular in fog-based task scheduling papers compared
to deterministic and machine learning methods could be due
to several factors.

Firstly, metaheuristic and heuristic methods are well-suited
for solving complex optimization problems that involve
multiple objectives and constraints, which is common in fog-
based task scheduling. These methods are based on iterative
search algorithms that explore the solution space to find the
best solution. This approach is particularly useful when the
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TABLE 5. Summary of the task scheduling in metaheuristic-based mechanisms.
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TABLE 5. (Continued.) Summary of the task scheduling in metaheuristic-based mechanisms.

TABLE 6. Summary of the task scheduling in deterministic mechanisms.

problem is NP-hard or when the solution space is large and
complex.

Secondly, metaheuristic and heuristic methods are adapt-
able and flexible, which makes them suitable for dynamic
environments such as fog computing. These methods can
quickly adapt to changes in the environment and adjust the
scheduling decisions accordingly. In contrast, deterministic
methods are typically based on predefined rules and may

not be able to handle unexpected events or changes in the
environment.

Thirdly, in the cloud-fog environment, the preference is
to find suboptimal solution, but in short period of time. The
metaheuristic-based methods employed nature inspired algo-
rithms to find a near optimal solution within reasonable time.
The main advantage of metaheuristic-based techniques is
their simplicity of development. Henceforth, metaheuristics
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FIGURE 6. Various parameters improved in the selected articles.

can often find good solutions with less computational effort
to solve large size and complex problems.

Fourthly, machine learning methods require large amounts
of training data and may not be suitable for real-time
applications with strict timing requirements. In addition,
machine learning models may not be able to generalize well
to new and unseen situations, which is a common challenge
in fog computing environments.

Overall, the popularity of metaheuristic and heuristic
methods in fog-based task scheduling papers can be attributed
to their ability to handle complex optimization problems,
adaptability to dynamic environments, and suitability for real-
time applications. However, it is important to note that each
method has its strengths and weaknesses, and the choice
of method depends on the specific requirements of the
application.

From the compared result (Figure 6), the energy consump-
tion with 19% is the most used in scheduling algorithms.
Moreover, delay, execution deadline, and response time are
very important parameters in the scheduling algorithms of fog
computing.

As per our review, it is evident that a significant number
of scholars have focused on reducing energy consumption
in fog computing. This is primarily due to the fact that
fog computing devices are often resource-constrained and
operate on limited battery power. Therefore, optimizing
energy consumption is critical to ensure the efficient and
effective functioning of these devices. In our comprehensive
review of existing literature, we found that several stud-
ies have proposed various mechanisms to reduce energy
consumption in fog-based task scheduling. Overall, it is
clear that energy consumption is a critical parameter that
needs to be considered when designing task scheduling

mechanisms for fog computing. By incorporating energy-
efficient mechanisms, we can ensure that fog computing
devices operate optimally while conserving energy and
extending their battery life.

The reason why delay, execution deadline, and response
time are most attended in fog-based task scheduling papers is
because these factors are directly related to the performance
of the system and the satisfaction of the end-users. Execution
deadline refers to the maximum time allowed for a task to
be completed, which is essential for applications with strict
timing requirements.

On the other hand, factors such as network bandwidth,
uncertainty, and resource utilization are relatively less
frequently studied in the literature because they are indirectly
related to the performance of the system and may not have a
significant impact on the end-users’ satisfaction.

However, it is important to note that all these factors
are interrelated, and optimizing one factor may affect the
others. Therefore, it is necessary to consider all these factors
when designing a fog-based task scheduling mechanism to
ensure optimal performance and energy efficiency. Based on
the reviewed articles and the criteria included in them, it is
possible to consider the exchange between different criteria.
For instance, to increase the availability of resources at an
acceptable cost, the trade-off between delay and cost can
be considered. As another example, the trade-off between
resource usage and energy consumption can be used to
increase network throughput and bandwidth and thus increase
network robustness.

VI. OPEN ISSUES AND CHALLENGES
This section provides some challenges for fog-based task
scheduling from various perspectives: (1) security, (2) energy
management, (3) resource management, (4) fault tolerance,
(5) heterogeneity, and (6) task scheduling mechanisms.

• Security
One of the critical challenges in the domain of fog computing
is ensuring the security of task scheduling in a distributed
environment. Researchers have identified that the presence
of multiple edge devices with diverse computing power,
network bandwidth, and varying security levels can be a
potential threat to the security of task scheduling. To mitigate
these security risks, various security mechanisms have
been proposed to ensure the confidentiality, integrity, and
availability of data in fog computing systems [35], [69].
However, these proposed solutions need to be tested and
evaluated comprehensively to ensure their effectiveness
and efficiency. Therefore, further research is required to
address the security challenges of fog task scheduling and
to develop more robust and trustworthy security solutions
to provide secure and reliable task scheduling in fog
computing.

• Energy management
One of the key challenges in fog computing is managing
energy consumption, particularly in relation to the scheduling
of tasks. The fog environment consists of a large number
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of distributed nodes. Therefore, the energy consumption in
the fog nodes is higher compared to the cloud environment.
In this regard, it is necessary to develop energy-efficient
storage protocols and fog computing architectures in the
fog environment. For example, some researchers [79] have
developed load balancing in diverse fog nodes to enhance
energy consumption. Fog computing can reduce the energy
consumption of devices by offloading computation tasks
to nearby fog nodes. The fog nodes should be selected
based on their energy efficiency to reduce the overall energy
consumption of the system. Energy management is essential
for extending the lifespan of fog devices, reducing operational
costs and improving the overall performance of the fog
computing network.

However, there are still unresolved issues concerning
energy management in task scheduling algorithms for fog
computing. Improvements in the energy efficiency of task
scheduling mechanisms in fog computing will promote more
sustainable and cost-effective solutions for the growing
field of IoT devices, improving performance and reducing
environmental impacts.

• Resource Management
Fog nodes have a high workload, while they do not
have enough computing power and storage. Fog computing
involves heterogeneous resources that vary in terms of
processing power, storage capacity, and communication
bandwidth. Therefore, one of the requirements in the fog
environment is the effective utilization and management
of fog node resources. The fog nodes should be selected
based on their available resources to ensure efficient resource
utilization.

In addition, the mobility of end devices changes dynami-
cally with the metrics such as bandwidth, storage, computa-
tions, and latency. Therefore, various resource management
and scheduling techniques such as dynamic modules, place-
ment techniques, migration and consolidation of edge devices
are proposed for optimal resource utilization. However, these
techniques still need to be developed and explored.

• Fault tolerance
Fog computing involves mobile nodes that can fail or
become unavailable due to various reasons such as network
congestion, hardware failure, or power outage. Therefore,
fault tolerance is an essential issue that needs to be addressed
in task scheduling. Fault tolerance in fog task scheduling is an
essential aspect of ensuring the reliability and effectiveness
of fog computing systems. The increasing trend towards
deploying complex and resource-intensive applications on
fog computing platforms necessitates the need for a fault-
tolerant approach to scheduling tasks. Although various
fault-tolerant mechanisms have been proposed, they still
face numerous challenges in effectively handling faults and
failures in the fog environment. Therefore, the need for
further investigation and development of more efficient and
reliable fault-tolerant mechanisms for fog task scheduling
remains a vital open issue in the field of fog computing.
Addressing this issue will not only enhance the performance

and reliability of fog computing but also enable the adoption
of more advanced fog computing platforms in various critical
applications.

• Heterogeneity
One important issue related to fog computing is the
heterogeneity in task scheduling. Fog nodes have varying
capabilities and resources, therefore the scheduling of tasks
must take into account the heterogeneity of these nodes.
This issue is especially important in real-time applications,
where tasks need to be processed as quickly and efficiently
as possible. One solution to this problem is to use machine
learning techniques to predict the most suitable fog nodes
for specific tasks. Another approach is to divide tasks into
smaller sub-tasks that can be executed by different fog
nodes with appropriate resources. It is important to continue
researching and developing effective strategies to manage the
heterogeneity in fog task scheduling in order to maximize the
benefits of fog computing in various application domains.

• Task scheduling mechanisms
Task scheduling in fog computing is a complex problem
that requires efficient and scalable solutions. Therefore, task
scheduling mechanisms are an open issue that needs further
research and development. New intelligent algorithms and
techniques need to be developed to address the challenges
of task scheduling in the dynamic and heterogeneous fog
environment.

VII. CONCLUSION
The state of the art task scheduling mechanisms in fog-
cloud are investigated in this paper. According to the
reviewed articles from 2018 to 2023, the number of articles
published in the field of cloud-fog task scheduling is very
high in 2021. A taxonomy is also introduced for fog task
scheduling techniques including machine learning, heuristic-
based, metaheuristic-based, and deterministic mechanisms.
The selected 47 articles are investigated in these four
categories. The benefits and weaknesses of each of these
techniques are reviewed according to the quality criteria
defined in the article. The investigation of fog task scheduling
mechanisms showed that the energy consumption criterion
has the most importance and priority among other major
factors for implementing scheduling in the fog environment.
In general, task scheduling mechanisms in the fog environ-
ment still need improvements in terms of reducing energy
consumption, enhancing security, improving performance,
reducing latency, managing fault tolerance, etc.

The main purpose of this survey is to help researchers
understand task scheduling algorithms and their challenges
in fog environments. This survey tries to perform a com-
prehensive and systematic study in cloud-fog, but it also
has some limitations. This paper fails to study various
fog-based task scheduling methods available in various
sources. Nevertheless, the presented results help researchers
to develop more effective task scheduling techniques in
fog-cloud environments.
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