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Abstract 

Context: Confronted with DNA damage, cells can undergo cell cycle arrest and DNA 

repair, or cell death. However, communal DNA damage response (DDR) proteins 

involved in each of these cell fates, has confounded attempts to unravel the molecular 

nuances that drive cell fate determinations.  

Aim: This study sought to identify whether distinct molecular signatures in the form of 

DDR protein and miRNA expression exist to underpin cell fate decisions. 

Methods: Human lymphoblastoid (TK6) cells were exposed to a temozolomide (TMZ) 

dose range to identify sub-lethal and lethal doses. These doses (30 µM and 900 µM, 

respectively) were used for all subsequent experiments. TMZ-induced effects were 

determined based on DDR protein levels (immunoblotting), DNA damage accumulation 

(immunofluorescence), cell fate (flow cytometry), and miRNA expression (RNA 

sequencing and qRT-PCR). Mimics of identified miRNAs were over-expressed in TK6 

cells and functional analysis performed with flow cytometry and immunoblotting.  

Results: TK6 cells exposed to 30 μM TMZ (30TMZ) preferentially underwent G2 arrest 

whereas 900 μM (900TMZ) caused apoptosis, identifying these as sub-lethal and lethal 

doses respectively. ATR-γH2Ax-Chk1-p53 pathway was significantly upregulated 

among 900TMZ-treated cells when compared to 30TMZ. Collectively, 31 miRNAs were 

differentially expressed when comparing 30TMZ-, and 900TMZ-treated cells to control-

treated cells. Among these, miR-29b-3p, miR-363-5p, and miR-485-3p were determined 

to be significantly downregulated in response to 900TMZ-treated cells when compared 

to 30TMZ-treated cells. Moreover, p53 and miRNAs (miR-29b-3p, miR-363-5p, and 

miR-485-3p) were regulated in opposing directions following TMZ exposure, alluding to 

a possible miRNA-regulatory role for p53 in this context. Over-expression of miR-29b-

3p or miR-363-5p individually or in combination did not affect cell fate. 
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Conclusion: TK6 cells exposed to a lethal dose of TMZ expresses a unique molecular 

profile in the form of significantly upregulated ATR-γH2Ax-Chk1-p53 signalling, along 

with significant downregulation of miR-29b-3p, miR-363-5p, and miR-485-3p when 

compared to sub-lethally-treated TK6 cells. This suggests these miRNAs to be DDR-

responsive and thus, provides a link between DDR proteins and miRNA regulation. This 

is the first time these miRNAs have been reported in TK6 cells in the context of the DDR 

and these, along with the other differentially expressed miRNAs identified here, may 

prove useful as diagnostic biomarkers, druggable targets in future therapies, or become 

therapies in itself. 

 



iii 
 

Acknowledgements 

I would like to thank my supervisor, Dr Adam D Thomas, for his continued support 

throughout this PhD. Your enthusiasm for research and trust in my abilities allowed me 

to develop as an independent researcher. Your motivational catchphrase, “It’s a 

marathon, not a sprint” will forever resonate with me.  

To all my fellow PhD students, both those who have completed and those still in the 

grind, thank you for the lively environment that made PhD life slightly more tolerable. 

To the technical team, especially Dr Katy Hayward, Alison Halliday, and Dave Corry, 

thank you for all your assistance and putting up with my overwhelming demeanour, 

concerns, and hour-long chats. The labs would not have been the same without you!  

To Miriam Atom and Favour Oweisana, thank you for your contribution to the 

immunofluorescence microscopy component of this project. 

To my lovely wife Toni Vonk, thanking you is pointless because it doesn’t begin to 

describe how thankful I am for your continued love and support throughout all the 

sleepless nights, overnight experiments, and panic attacks. Without you I would have 

dropped out in year 1.  

To UKEMS and UWE (specifically CRIB), thank you for the financial support that made 

this project possible.  

 

 

 

 



iv 
 

Research Outputs 

 

Kaina, B., Thomas, A.D., Visser, H., Hengstler, J.G., Frötschl, R. (2021). Do Carcinogens 

Have a Threshold Dose? The Pros and Cons. In: Reichl, FX., Schwenk, M. (eds) 

Regulatory Toxicology. https://doi.org/10.1007/978-3-030-57499-4_55   

Visser, H., & Thomas, A. D. (2021). MicroRNAs and the DNA damage response: How is cell 

fate determined? DNA Repair, 108, 103245. https://doi.org/10.1016/j.dnarep.2021 

.103245 

Visser, H., & Thomas, A. D. (2021). MicroRNAs, damage levels, and DNA damage response 

control. Trends in Genetics, 37(11), 963-965. https://doi.org/10.1016/j.tig.2021.06.018 

 

 

 

 

 

 

 

 

 

 

 

https://doi.org/10.1007/978-3-030-57499-4_55
https://doi.org/10.1016/j.dnarep.2021%20.103245
https://doi.org/10.1016/j.dnarep.2021%20.103245
https://doi.org/10.1016/j.tig.2021.06.018


v 
 

Contents 

Abstract .......................................................................................................................... i 

Acknowledgements ...................................................................................................... iii 

Research Outputs ........................................................................................................ iv 

List of figures ................................................................................................................. x 

Abbreviations ............................................................................................................. xiii 

Preface ........................................................................................................................ xv 

Chapter 1 ...................................................................................................................... 1 

1.1. Introduction ............................................................................................................ 1 

1.1.1. DNA damage response and cell fate at a glance ............................................. 1 

1.1.2. Cell cycle regulation and DNA damage repair ................................................. 1 

1.1.3. DDR cascade ................................................................................................... 5 

1.1.3.1. DNA damage sensing and signal transduction .......................................... 5 

1.1.4. The role of p53 in the DDR .............................................................................. 7 

1.1.5. The role of PTMs in the DDR ........................................................................... 9 

1.1.6. Apoptosis at a glance ..................................................................................... 13 

1.1.7. Rationale ........................................................................................................ 15 

1.2. Methods ............................................................................................................... 18 

1.2.1.Tissue culture .................................................................................................. 18 

1.2.2. Dose responses and subsequent TMZ treatments ........................................ 18 

1.2.2.1. Establishing sub-lethal and lethal TMZ doses .......................................... 18 



vi 
 

1.2.2.2. γH2Ax foci visualisation by immunofluorescence of TMZ dose response 

samples ................................................................................................................ 19 

1.2.2.3. Annexin V measurement of TMZ dose response samples....................... 20 

1.2.3. DDR protein profiling in response to TMZ ...................................................... 21 

1.2.3.1. TK6 treatment with 30TMZ and 900TMZ ................................................. 21 

1.2.3.2. Immunoblotting TMZ-treated samples and controls ................................. 22 

Protein extraction .................................................................................................. 22 

Protein quantification and polyacrylamide gel electrophoresis ............................. 22 

Immunoblotting ..................................................................................................... 23 

1.2.4. Cell cycle analysis .......................................................................................... 25 

1.2.5. Annexin V analysis ......................................................................................... 26 

1.2.6. Statistical analysis .......................................................................................... 26 

1.3. Results ................................................................................................................. 28 

1.3.1. Assessing the genotoxicity of TMZ doses ...................................................... 28 

1.3.2. Assessing lethality of TMZ doses ................................................................... 34 

1.3.3. Assessing the influence of time after TMZ treatment on cell cycle distribution 

and apoptosis ........................................................................................................... 38 

1.3.4. Assessment of DDR proteins 4 h, 18 h, and 36 h post-exposure to 30TMZ and 

900TMZ doses. ........................................................................................................ 42 

1.4. Discussion ............................................................................................................ 46 

Chapter 2 .................................................................................................................... 61 

2.1. Introduction .......................................................................................................... 60 



vii 
 

2.1.1. Overview ........................................................................................................ 60 

2.1.2. MiRNA biogenesis.......................................................................................... 60 

2.1.3. MiRNAs and DNA damage sensing ............................................................... 64 

2.1.4. MiRNAs and DNA damage response transducers ......................................... 66 

2.1.5. MiRNAs and DDR mediators ......................................................................... 68 

2.1.5.1. MiRNAs and p53 ...................................................................................... 68 

2.1.5.2. MiRNAs and p53 PTM ............................................................................. 71 

2.1.5.3. p53-mediated miRNA expression ............................................................ 73 

2.1.6. MiRNAs and DNA damage response effectors .............................................. 74 

2.1.7. MiRNAs and DNA repair ................................................................................ 77 

2.1.8. Rationale ........................................................................................................ 80 

2.2. Methods ............................................................................................................... 82 

2.2.1. MiRNA sequencing ........................................................................................ 82 

2.2.1.1. RNA extraction and purification ............................................................... 82 

2.2.1.2. RNA quantification and quality assessment ............................................. 82 

2.2.1.3. MiRNA sequencing .................................................................................. 83 

Sequence cleaning ............................................................................................... 83 

Sequence alignment ............................................................................................. 84 

2.2.2. Differential miRNA expression analysis ......................................................... 84 

2.2.3. Functional enrichment analysis of DE miRNAs .............................................. 85 

2.2.4. MiRNA validation with qRT-PCR .................................................................... 86 



viii 
 

2.2.5. Statistical analysis .......................................................................................... 90 

2.3. Results ................................................................................................................. 91 

2.3.1. Differentially expressed miRNAs in sub-lethal-, and lethal-treated TK6 cells . 91 

2.3.2. Selecting and validating miRNA expression among sub-lethal-, and lethal-

treated TK6 cells ...................................................................................................... 95 

2.3.3. Functional enrichment analysis of DE miRNAs .............................................. 97 

2.3.4. Correlating DDR protein and miRNA expression ......................................... 104 

2.4. Discussion .......................................................................................................... 111 

Chapter 3 .................................................................................................................. 115 

3.1. Introduction ........................................................................................................ 125 

3.1.1. Overview of apoptosis .................................................................................. 125 

3.1.2. Pro-apoptotic miRNAs .................................................................................. 130 

3.1.3. Anti-apoptotic miRNAs ................................................................................. 132 

3.1.4. MiRNAs in a clinical context ......................................................................... 136 

3.1.5. Functional ambivalence of miRNAs ............................................................. 140 

3.1.6. Rationale ...................................................................................................... 142 

3.2. Methods ............................................................................................................. 145 

3.2.1. Determining the effect of miRNAs on TK6 cell fate ...................................... 145 

3.2.1.1. Transfection with miRNA mimics ........................................................... 145 

3.2.1.2. Measuring DDR proteins in TMZ-treated transfected cells .................... 146 

3.2.1.3. Determining the influence of transfected miRNAs on the cell fate of TMZ-

treated cells ........................................................................................................ 146 



ix 
 

3.2.1.4. Identification of putative targets for miR-363-5p and miR-29b-p ............ 146 

3.2.2. Statistical analysis ........................................................................................ 147 

3.3. Results ............................................................................................................... 148 

3.3.1. Validating miRNA transfection of TK6 cells .................................................. 148 

3.3.2. Assessing the effect of miR-29b-3p, miR-363-5p, and a combination of both 

on TK6 cell fate, 36 h post-exposure to 30TMZ or 900TMZ. .................................. 151 

3.4. Discussion .......................................................................................................... 160 

4.1. Final Discussion ................................................................................................. 166 

4.2. Concluding remarks and broader scientific impact ............................................. 172 

4.3. Future directions ................................................................................................. 175 

4.4. Limitations .......................................................................................................... 176 

References ................................................................................................................ 178 

Appendix A ................................................................................................................ 238 

Appendix B ................................................................................................................ 240 

Appendix C ................................................................................................................ 242 

Appendix D ................................................................................................................ 243 

Appendix E ................................................................................................................ 248 

 

 

  



x 
 

List of figures 

Figure 1. Overview of key DNA repair mechanisms. ..................................................... 4 

Figure 2. Typical DDR pathway in the context of sub-lethal and lethal DNA damage. 14 

Figure 3. Distribution of γH2Ax positive and negative TK6 cells 24 h post-exposure to 

TMZ. ............................................................................................................................ 29 

Figure 4. Immunofluorescence micrographs of γH2Ax foci in TK6 cells. ..................... 31 

Figure 5. Correlation between γH2Ax foci formation and TMZ dose. .......................... 33 

Figure 6. Apoptosis levels of TK6 cells exposed to a TMZ dose range. ...................... 35 

Figure 7. Correlation between Annexin V positive cells and TMZ dose. ...................... 37 

Figure 8. Cell cycle distribution of TK6 cells post-exposure to TMZ. ........................... 39 

Figure 9. Apoptosis of TK6 cells at different times post-exposure to TMZ. ................. 41 

Figure 10. DDR protein profile following TMZ treatment. ............................................ 44 

Figure 11. Overview of miRNA biogenesis. ................................................................. 62 

Figure 12. Heatmap representing log2(CPM) of DE miRNAs. ..................................... 94 

Figure 13. qRT-PCR validation of miRNAs. ................................................................ 96 

Figure 14. Functional enrichment of DE miRNAs when comparing DMSO-, and 

30TMZ-treated TK6 cells 4 h post-exposure. .............................................................. 99 

Figure 15. Functional enrichment of DE miRNAs when comparing DMSO-, and 

30TMZ-treated TK6 cells 18 h post-exposure. .......................................................... 100 

Figure 16. Functional enrichment of DE miRNAs when comparing DMSO-, and 

900TMZ-treated TK6 cells 18 h post-exposure. ........................................................ 101 

Figure 17. Functional enrichment of DE miRNAs when comparing DMSO-, and 

900TMZ-treated TK6 cells 36 h post-exposure. ........................................................ 103 

Figure 18. Correlation of p53 protein levels with time post-TMZ exposure. ............... 106 

Figure 19. Correlation between miRNA levels and time post-30TMZ exposure. ....... 108 



xi 
 

Figure 20. Correlation between miRNA levels and time post-900TMZ exposure. ..... 110 

Figure 21. Overview of the apoptosis pathway in context of sub-lethal and lethal DNA 

damage. .................................................................................................................... 129 

Figure 22. Transcriptional and post-transcriptional regulation of miRNAs by p53. .... 131 

Figure 23. MiRNA regulation of the DDR. ................................................................. 137 

Figure 24. Validating TK6 cell transfection efficiency. ............................................... 149 

Figure 25. Assessing TK6 cell transfection with miR-363-5p. ................................... 150 

Figure 26. The influence of miR-363-5p and miR-29b-3p on TK6 cell apoptosis. ..... 152 

Figure 27. The influence of miR-363-5p and miR-29b-3p on TK6 cell cycle. ............ 153 

Figure 28. The influence of miR-363-5p on γH2Ax. .................................................. 154 

Figure 29. The influence of miR-363-5p on Chk1/pChk1. ......................................... 155 

Figure 30. The influence of miR-363-5p on Chk2/pChk2. ......................................... 156 

Figure 31. The influence of miR-363-5p on p53. ....................................................... 157 

Figure 32. Caspase-2 is a shared target between miR-29b-3p and miR-363-5p. ..... 158 

Figure 33. The influence of miR-363-5p on caspase-2.............................................. 159 

Figure 34. Proposed mechanism for miRNA inhibition and its relation to cell fate. ... 174 

Figure 35. Illustration of protein normalisation and quantification. ............................. 238 

Figure 36. Correlation between γH2Ax and apoptosis. ............................................. 240 

Figure 37. Correlation between p53 and miRNA expression among 30TMZ-treated 

cells. .......................................................................................................................... 244 

Figure 38. Correlation between p53 and miRNA expression among 900TMZ-treated 

cells. .......................................................................................................................... 246 

Figure 39. Log2 normalised CPM of selected miRNAs. ............................................ 248 

 

 



xii 
 

List of tables 

Table 1. Transcriptional and direct targets of p53 ......................................................... 8 

Table 2. Primary antibodies validated and used for immunoblotting ........................... 24 

Table 3. P-values for comparison of time-matched control normalised protein levels 

between 30TMZ-, and 900TMZ-treated cells .............................................................. 45 

Table 4. cDNA synthesis reaction mixture composition ................................................ 87 

Table 5. cDNA synthesis conditions ............................................................................. 87 

Table 6. qPCR reaction mixture composition .............................................................. 89 

Table 7. qPCR amplification conditions ....................................................................... 89 

Table 8. Benjamini-Hochberg adjusted p-values of DE miRNAs ................................. 92 

Table 9. Examples of miRNAs as regulators of apoptosis ......................................... 138 

Table 10. Quality assessment of small RNAseq RNA samples ................................. 242 

Table 11. Spearman correlation p-values of all sampling iteration combinations ...... 247 

 

 

 

 

 

 

 

 



xiii 
 

Abbreviations 
30TMZ – 30 µM temozolomide FSC-A – forward scatter area 
900TMZ – 900 µM temozolomide FSC-H – forward scatter height 
AATK – apoptosis associated tyrosine kinase G1 – gap 1 
AGO – argonaute G2 – gap 2 
ANOVA – analysis of variance GABRE - gamma-aminobutyric acid receptor subunit epsilon 
APAF1 - apoptotic protease activating factor 1 GADD45a - growth arrest and DNA-damage-inducible protein 
ATM - ataxia-telangiectasia GO:BP – gene ontology: biological process 
ATR - ataxia telangiectasia and Rad3-related GP78 – glycoprotein 78 
ATRIP – ATR interacting protein hESC - human embryonic stem cells 
Bcl-2 - B-cell lymphoma 2 HIF1 – hypoxia-inducible factor 1 
Bcl-xL - B-cell lymphoma-extra large HIPK2 – homeodomain-interacting protein kinase 2 
BER – base excision repair HMEC - human mammary epithelial cells 
BNIP2 – Bcl-2 Interacting Protein 2 HMT - histone methyltransferase 
BOK - Bcl-2 related ovarian killer HRR – homologous recombination repair 
BRCA1 – breast cancer 1 HUS1 - HUS1 Checkpoint Clamp Component 
BTG1 - B-cell translocation gene 1 HUS1 - HUS1 Checkpoint Clamp Component 
CAD - caspase-activated deoxyribonuclease IAP – inhibitor of apoptosis protein 
CASC2 - cancer Susceptibility 2 ICAD – inhibitor of caspase-activated deoxyribonuclease 
CDC25 - cell division cycle 25 IFN-γ – interferon gamma 
Cdk – cyclin dependent kinase IGF1 – insulin-like growth factor 1 
cFLIP - cellular FLICE-like inhibitory protein IGF1R - insulin-like growth factor receptor 
Chk1 – checkpoint kinase 1 IL-1β – interleukin 1β 
Chk2 – checkpoint kinase 2 IR – ionizing radiation 
circHIPK3 – circular homeodomain-interacting protein 
kinase 3 

JNK - c-Jun N-terminal kinase 

CKI – cyclin dependent kinase inhibitor KSRP - KH-type splicing regulatory protein 
CML - chronic myelogenous leukaemia LNA – locked nucleic acid 
COL1A1 - collagen Type I Alpha 1 Chain LPEseq – local pooled error test for RNA sequence data 
CPD - cyclopyrimidine dimers LPS – lipopolysaccharide  
CPM – counts per million LRP1 - low-density lipoprotein receptor-related protein 
CRMP1 - collapsin response mediator protein LXRα - liver X-receptor α 
CytoC – cytochrome C MADD - mitogen-activated kinase activating death domain 

containing protein 
DAPI - 4′,6-diamidino-2-phenylindole Mcl-1 - induced myeloid leukaemia cell differentiation protein 
DDB2 - damage Specific DNA Binding Protein 2 MDC1 - mediator of DNA damage checkpoint 1 
DDR – DNA damage response  MDM2 – mouse double minute 2 homologue 
DDX5 - DEAD box helicase 5  MeOH - methanol 
DE – differentially expressed mESC - murine embryonic stem cells 
DED – death effector domain MGMT – methylguanine methyltransferase  
DISC – death induce signalling complex miRNA - microRNA 
DMSO – dimethyl sulfoxide  MMR- mismatch repair 
DNA – deoxyribonucleic acid MNNG - N-methyl-N-nitro-N-nitrosoguanidine 
DNA pol - deoxyribonucleic acid polymerase MOMP – mitochondrial outer membrane permeabilisation  
DNA-PK - DNA-dependent protein kinase MRE11 – meiotic recombination 11 
DNMT3A - DNA methyl-transferase N3-meA – N3-methyladenine 
Dox - doxorubicin N7-meG – N7-methylguanine 
DP5 – death protein 5 NAIP - neuronal apoptosis inhibitory protein 
DROSHA - double-Stranded RNA-Specific 
Endoribonuclease 

NBS1 - Nijmegen breakage syndrome 1 protein 

DSB – double strand breaks NER – nucleotide excision repair 
E2F – E2 factor NF-ĸβ – nuclear factor- ĸβ 
EGFR – epidermal growth factor receptor NHEJ – non-homologous end joining 
ERAD - ER-associated degradation NK-cell – natural killer cell 
ERCC1 - excision repair cross-complementation protein NSCLC – non-small cell lung carcinoma 
EtOH - ethanol O6-meG – O6-methylguanine 
EXE - extra-embryonic ectoderm P53AIP1 – p53-regulated apoptosis-inducing protein 1 
FADD – Fas-associated death domain  
FAS - Fas Cell Surface Death Receptor  
FASL – Fas ligand  
FBS – foetal bovine serum  
FITC - fluorescein isothiocyanate  
FOXO - forkhead box protein O  
FOXP1 - forkhead box protein P1  

 



xiv 
 

P53BP1 – p53 binding protein 1 VE - visceral endoderm 
PAGE – polyacrylamide gel electrophoresis WEE1 - Wee1-like protein kinase 
PARP1 - poly (ADP-ribose) polymerase WIP1 - p53-induced protein phosphatase 
pATR – phospho-ATR XIAP – X-linked inhibitor of apoptosis protein 
PBS – phosphate buffered saline XPC - Xeroderma Pigmentosum, complementation group C 
pChk1 – phospho-Chk1 XPO5 – exportin 5 
pChk2 - phospho-Chk2 XRCC - X-ray repair cross-complementing protein 
PDCD4 – programmed cell death protein 4 YY1 – yin yang 1 
PI – propidium iodide γH2Ax - H2A histone family member X 
PLK2 – polo-like kinase 2 
PLK4 - polo-like kinase 2 
pRb – protein retinoblastoma 
Pre-miRNA – precursor miRNA 
Pri-miRNA – primary miRNA 
PRKDC - protein kinase, DNA activated, catalytic subunit 
PRKG1 - protein kinase CGMP-dependent 1 
PTEN - phosphatase and tensin homolog deleted on 
chromosome 10 
PTM – post-translational modification 
PUMA – p53 upregulated modulator of apoptosis 
PVT1 - plasmacytoma variant translocation 1 
qRT-PCR – quantitative real-time polymerase chain 
reaction 
RIPA – radioimmunoprecipitation assay 
RISC – RNA-induced silencing complex 
RNA – ribonucleic acid 
RPA – replication protein A 
RPM – revolutions per minute 
RPMI – Roswell park memorial institute  
RT – room temperature 
S - synthesis 
SCLC – small cell lung carcinoma 
SD – standard deviation 
SDS – sodium dodecyl-sulfate 
Ser - serine 
SET8 - lysine Methyltransferase 5A 
SIAH – seven in absentia homologue 
siRNA – small interfering RNA 
SIRT1 – sirtuin 1 
SMAC - second mitochondria-derived activator of 
caspase 
SMAD4 - mothers against decapentaplegic homolog 4 
SMYD2 - SET and MYND domain containing 2 
SOX2 - SRY-box transcription factor 2 
SRSF10 - serine and arginine rich splicing factor 
SSB – single strand break 
SSC-A – side scatter - area 
SSC-H – side scatter - height 
STAR – spliced transcripts alignment to a reference 
STAT3 - signal transducer and activator of transcription 
TBS – tris-buffered saline 
TBS-T – tris-buffered saline-tween 20 
Thr - threonine 
TLS – translesion synthesis 
TMM - trimmed mean of M-values 
TMZ - temozolomide 
TNF-α – tumour necrosis factor-α 
TopBP1 - DNA topoisomerase 2-binding protein 1 
TRAF - TNF receptor-associated factor 
TRAIL - TNF-related apoptosis-inducing ligand 
TREX - three-prime exonuclease 
UTR – untranslated region  
UV – ultraviolet  

  



xv 
 

Preface 

Human cells are in a constant state of genotoxicity. Endogenously, many biological 

processes required for physiological homeostasis leads to the generation of molecules 

capable of DNA damage (Tubbs and Nussenzweig, 2017). For example, cellular 

respiration generates reactive oxygen species that can cause DNA adducts (Auten and 

Davies, 2009). Exogenous sources of genotoxicity can be incidental (e.g., UV 

exposure), or as part of a treatment regime (e.g., chemotherapy) to combat cancer. DNA 

damage perceived by cells need to be dealt with to prevent the propagation of genomic 

instability and maintain DNA replicative fidelity (Tubbs and Nussenzweig, 2017). 

Following DNA damage, a complex signalling network, collectively termed, the DNA 

damage response (DDR), ensues. The DDR can initiate pro-survival strategies such as 

cell cycle arrest and repair the damage, or initiate programmed cell death (e.g., 

apoptosis) if the damage is substantial and exceeds cellular DNA repair capabilities 

(Surova and Zhivotovsky, 2013). While several forms of cell death exists, this thesis will 

focus on apoptosis. These cell fates (cell cycle arrest/DNA repair and apoptosis) are 

dependent on the amount of DNA damage experienced by the cell. Consequently, in 

response to ‘sub-lethal’ DNA damage, cells are likely to arrest, repair and survive, 

whereas ‘lethal’ damage results in apoptosis. How cells determine the appropriate cell 

fate remains a topic of debate, but it stands to reason that each of these cell fates are 

underpinned by a specific molecular mechanism(s) to ensure an appropriate and 

proportional physiological response. For example, considering the aforementioned 

example of cellular respiration, if this always resulted in cell death, humans would cease 

to exist. By the same token, if the DDR inappropriately initiates a survival strategy when 

cell death is required, this could facilitate cancer development or chemoresistance.  
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It is possible that in response to sub-lethal or lethal DNA damage, a characteristic DDR 

protein profile is brought about, serving as a molecular cue in favour of a particular cell 

fate. Additionally, miRNAs are involved in guiding both pro-, and anti-apoptotic cell fates. 

Thus, it is likely that the final cell fate outcome is determined by a specific miRNA 

expression pattern. Unravelling the molecular components involved in cell fate 

determination can have important implications for cancer prognosis and 

chemotherapeutic efficacy. Specifically, a clear understanding of the molecular 

mechanisms that drive cell fate can be utilised to assess chemotherapeutic efficacy, 

and lead to the discovery of novel druggable targets to improve chemotherapy. 

Moreover, identifying molecular signatures associated with either a ‘pro-death’ or ‘pro-

survival’ cell fate could eventually be harnessed to mimic specific cell fate signatures as 

a form of cancer therapy, thus foregoing the use of toxic chemotherapy. 

Hypothesis: 

1. There is a change in a certain DDR protein profile at ‘sub-lethal’ and ‘lethal’ TMZ 

doses that drives cell fate. 

2. DDR protein changes likely regulates, or is regulated by specific miRNAs. 

Aims:  

1. Identify the dynamics of key DDR proteins at sub-lethal and lethal TMZ doses at 

specific time-points. 

2. Identify differentially expressed miRNAs between sub-lethal and lethal TMZ 

doses at specific time-points (based on Aim 1). 

3. Manipulate miRNA levels and observe its effects on cell fate (based on Aim 2). 
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Assessing TK6 cell fate changes in 

response to sub-lethal and lethal  

temozolomide doses
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1.1. Introduction 

1.1.1. DNA damage response and cell fate at a glance 

The DNA damage response (DDR) fundamentally serves to maintain DNA replicative 

fidelity by preventing the propagation of damaged DNA that may manifest as mutations 

and subsequent diseases (Jan and Hoeijmakers, 2001; Matt and Hofmann, 2016). DNA 

damage is the detrimental structural alteration of DNA molecules that impedes its 

normal function and may result in cellular injury (Kaufmann and Paules, 1996). As DNA 

replication occurs during the cell cycle, tightly regulated mechanisms exist throughout 

cell division to monitor and ensure high fidelity DNA synthesis. These mechanisms not 

only detect DNA replication errors, but is fundamental to the DDR as DNA damage is 

also detected. Although the DDR will be discussed at length throughout this thesis, a 

brief overview is as follows: Cell cycle regulatory mechanisms comprise restriction 

points (checkpoints) at G1/S, S, G2/M and M-phase of the cell cycle, capable of arresting 

progression in response to detrimental cues, such as DNA damage (Visconti, Monica, 

and Grieco, 2016), that can result from endogenous (e.g., reactive oxygen species), or 

exogenous (e.g., xenobiotics or ultraviolet radiation, UV) sources (Hakem, 2008). In 

turn, cell cycle arrest provides an opportunity for DNA repair, or preparation for 

programmed cell death (e.g., apoptosis) if the damage is too severe and irreparable.  

1.1.2. Cell cycle regulation and DNA damage repair 

Principle components of cell cycle regulation include cyclins and cyclin-dependent 

kinases (Cdks). A full review of cell cycle regulation is beyond the scope of this thesis. 

Briefly, cyclin-Cdk dimerisation activates its kinase activity, which in turn phosphorylates 

specific target proteins in order to traverse each cell cycle checkpoint. In response to 

DNA damage, cell cycle progression is arrested, typically by inhibitory intervention of 
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the aforementioned process. For example, active cyclin-Cdk dimers in G1-phase 

phosphorylates protein retinoblastoma (pRb), thereby liberating E2F transcription 

factors that upregulate G1/S promoting proteins. Contrarily, DNA damage disrupts 

cyclin-Cdk dimerisation, thereby preventing pRb phosphorylation and subsequent cell 

cycle progression (Vermeulen, van Bockstaele, and Berneman, 2003). 

Following cell cycle arrest, DNA repair attempts will commence. DNA repair 

mechanisms function in a damage-specific manner (Fig. 1), though repair pathways are 

not mutually exclusive (Kumar et al., 2020; Kumar, Raja, and van Houten, 2020). 

Broadly, DNA repair constitute five main pathways: base excision repair (BER), 

nucleotide excision repair (NER), mismatch repair (MMR), homologous recombination 

repair (HRR), and non-homologous end joining (NHEJ). An extensive review of DNA 

repair pathways is provided by Chatterjee and Walker (2017). Briefly, DNA repair 

mechanisms can be partitioned as functioning at the nucleotide level (e.g., BER, NER, 

MMR) or strand level (e.g., HRR, NHEJ). While BER mainly responds to non-helix 

distorting damage (e.g., deamination or oxidation) (Krokan and Bjørås, 2013), NER 

repairs bulky lesions capable of distorting the DNA helix (e.g., UV-induced 

cyclopyrimidine dimers, CPDs) (Schärer, 2013). MMR is tasked with removing 

mispaired bases, albeit from DNA replication errors, or DNA damage induction (Li, 2008; 

Pećina-Šlaus et al., 2020). On the other hand, HRR (Li and Heyer, 2008) and NHEJ 

(Trenner and Sartori, 2019) are fundamental DNA double strand break (DSB) repair 

pathways, and are arguably the most important in terms of cell fate, as DSBs are 

considered the most lethal DNA lesions (Trenner and Sartori, 2019). Of note, while 

these five pathways constitute the main DNA repair pathways, other contributors to DNA 

repair exist. For example, methylguanine methyltransferase (MGMT) is a repair enzyme 

that removes alkyl adducts as part of the direct DNA repair response (Gutierrez, 
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Thompson, and O’Connor, 2018). Direct repair, as the name suggests, is a means of 

direct reversal/removal of DNA adducts, and as such, are not pathways per se. 
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Figure 1. Overview of key DNA repair mechanisms.  

This figure illustrates the utility of different DNA repair mechanism in response to specific 
DNA lesions, along with example sources of specific DNA damage lesions. Direct repair 
directly reverses/removes DNA adducts (e.g., methyl adducts). BER, NER, and MMR 
functions at the nucleotide level with BER repairing non-helix distorting damage (e.g., 
oxidation or deamination), whereas NER repairs ‘bulky’ adducts capable of helix 
distortion (e.g., cyclopyrimidine dimers). MMR serves to recognise and repair mispaired 
bases that could result from DNA damage or replication errors. HRR and NHEJ 
functions at DNA strand level and repairs strand breaks such as DSB caused by IR. 
Created on license from BioRender.com. 
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1.1.3. DDR cascade 

1.1.3.1. DNA damage sensing and signal transduction 

To accommodate an efficient DDR, DNA damage is detected by specialised sensor 

proteins including; MRE11-RAD50-NSB1 (MRN complex) (Syed and Tainer, 2018), 

RPA-ATRIP, XRCC6/5, and their respective phosphatidylinositol 3-kinase related 

kinases (PIKK): ataxia telangiectasia mutated (ATM), ataxia telangiectasia and Rad3-

related (ATR), and DNA-dependent protein kinases (DNA-PK) (Roos, Thomas, and 

Kaina, 2016; Menolfi and Zha, 2020). Detection, in turn, brings forth a rapid DDR. DNA 

damage sensors are activated based on the type of DNA damage perceived. For 

example, while RPA-ATRIP detects DNA single strand breaks (SSBs) (Zou, Stephen, 

and Elledge, 2003), the MRN complex actively detects DSBs (Espinosa-Diez et al., 

2018). This makes sense as their respective binding partners, ATR and ATM are 

generally distinguished as being able to sense SSBs and DNA replication fork stalling 

(ATR), or DSBs (ATM) (Cimprich and Cortez, 2008; Maréchal and Zou, 2013; Zeman 

and Cimprich, 2014). Subsequently, ATM and ATR phosphorylates downstream 

transducer proteins, including checkpoint kinases 1 and 2 (Chk1/2) (Bartek and Lukas, 

2003) to propagate ‘damage signals’. ATM is widely considered to phosphorylate Chk2, 

whereas Chk1 is phosphorylated by ATR. However, this is a dated notion as functional 

interplay has been described between these pathways. For example, ATM is capable 

of phosphorylating Chk1 (Gatei et al., 2003), and reciprocally, ATR can phosphorylate 

Chk2 (Wang et al., 2006). It is worth noting that while Chk1/2 are perhaps the best 

known downstream targets of ATR/ATM phosphorylation, other targets are equally 

important to the DDR. For example, ATM phosphorylates the histone H2A, forming 

γH2Ax foci at DSB sites, and is thus an indicator of DSBs. In turn, γH2Ax facilitates DNA 
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repair protein recruitment at damaged sites (Stiff et al., 2004; Podhorecka, 

Skladanowski, Bozko, 2010). 

Phosphorylated Chk1/2 (pChk1/2) is active and capable of signal transduction. Given 

its predominant association with ATR, Chk1 becomes phosphorylated in response to a 

broad range of stresses, including replication stress and SSBs. Concordantly, Chk1 has 

a broad range of functions (Dai and Grant, 2010; Zhang and Hunter, 2014). However, 

its functions in cell cycle arrest are frequently cited. For example, pChk1 is known to 

induce cell cycle arrest through inhibition of CDC25A-C (Zhang and Hunter, 2014). 

CDC25 is a family of dual-specificity phosphatases that promote cell cycle progression 

by removing inhibitory phosphoryl groups from Cdks (positive regulators of cell cycle 

progression) (Shen and Huang, 2012). CDC25 isoforms feature during specific cell 

cycle phases i.e., CDC25A (G1/S phase), and CDC25B/C (G2/M phase) (Zannini, Delia 

and Buscemi, 2014; Zhang and Hunter, 2014). Additionally, pChk1 activates the cell 

cycle inhibitory kinase, Wee1-like protein kinase (WEE1) (Lee, Kumagai, and Dunphy, 

2001). Another well-known function of pChk1 is that of phosphorylating tumour 

suppressor protein, p53. pChk1 can phosphorylate p53 at serine 20 (ser20) thereby 

promoting its stability (Shieh et al., 2000; Zhang and Hunter, 2014; Hernandez-Valencia 

et al., 2018). Both pChk1 and pChk2 have also been suggested to promote cell cycle 

arrest through phosphorylation of pRb (negative regulator of cell cycle) at ser612, 

thereby promoting its repressive interaction with E2F-1 (transcriptional promoter of cell 

cycle) (Inoue, Kitagawa, and Taya, 2007). Similar to pChk1, pChk2 inhibits cell cycle 

progression through inhibition of CDC25A/C, thus regulating G1/S and G2/M phase 

progression respectively (Zannini, Delia and Buscemi, 2014). Moreover, pChk2 is also 

capable of phosphorylating p53 at ser20 (Hirao et al., 2000; Shieh et al., 2000). 
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1.1.4. The role of p53 in the DDR 

When the DDR is inactive (unstressed conditions), p53 is maintained at low levels. This 

is achieved by proteasomal degradation facilitated by ubiquitin ligases that ubiquitinates 

p53, thereby recruiting 26S proteasomes. A prominent ubiquitin ligase is mouse double 

minute 2 homologue (MDM2), and it is widely accepted that p53 phosphorylation at 

ser20 inhibits p53-MDM2 interaction and subsequent degradation (Moll and Petrenko, 

2003). P53 activation is a point of convergence for the majority of cascades within the 

DDR. Functioning as a transcription factor for several genes regulating cell cycle arrest, 

DNA repair (processes directed at survival), and apoptosis (Helton and Chen, 2007; 

Williams and Schumacher, 2016), the importance of p53 in the DDR and cell fate 

determination is evident (Table 1). The function of p53 is tied to its post-translational 

modification (PTM) status (discussed hereafter). This facilitates its functional selectivity, 

given that cell cycle arrest and DNA repair functions cannot be reconciled with 

apoptogenic functions, as these are seemingly opposing cell fates. While apoptosis is 

programmed cell death, arrest and repair functions are supportive of a cell survival 

outcome. Arguably, these outcomes are contingent on the severity of DNA damage 

(e.g., sub-lethal or lethal). 
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Table 1. Transcriptional and direct targets of p53 

Biological System Target p53 Regulation Reference 

Cell cycle arrest GADD45a Upregulated Han et al. (2019) 

 p21 (CDKN1A) Upregulated El-Deiry et al. (1993) 

 BTG2 Upregulated Tsui et al. (2018) 

DNA repair XPC Upregulated Adimoolam and Ford (2002) 

 RAD51 Repressed Arias-Lopez et al. (2006) 

 XPB Direct recruitment to 

lesion 

Chang et al. (2008) 

 XPA, DDB2 (XPE), 

DNA Pol H 

Upregulated Kannappan et al. (2018) 

 RAD51, RAD54 Repressed Linke et al. (2003) 

 Pol H Upregulated Liu and Chen (2006) 

 Pol B Upregulated Seo et al. (2002) 

Apoptosis TRAIL-R3 Upregulated De Almodóvar et al. (2004) 

 Bcl-2 Repressed Deng et al. (2006) 

 BBC3 (PUMA) Upregulated Han et al. (2001) 

Nakano and Vousden (2001) 

 TRAIL Upregulated Kuribayashi et al. (2008) 

 DR4 Upregulated Liu et al. (2004) 

 CD95 (FASR) Upregulated Müller et al. (1998) 

Schilling et al. (2009) 

 P53AIP1 Upregulated Oda et al. (2000) 

 BAX Upregulated Thornborrow et al. (2002) 

 ACER2 Upregulated Xu et al. (2017) 

 APAF1 Upregulated Yun et al. (2016) 

Other MDM2 

PTEN 

Upregulated (low 

damage) 

Upregulated (high 

damage) 

Mayo et al. (2005) 

 USP49 Upregulated Tu et al. (2018) 
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1.1.5. The role of PTMs in the DDR 

PTMs dictate DDR dynamics. Some of the most extensively researched PTMs include 

phosphorylation, acetylation, and ubiquitination. Of these, phosphorylation is perhaps 

best understood. Phosphorylation is a staple topic among DDR research, as many DDR 

proteins (e.g., ATM, ATR, Chk1, and Chk2) are kinases. From DNA damage induction 

to cell cycle arrest and response execution, the DDR predominantly constitutes a relay 

of phosphorylations between regulatory kinases that drive the DDR. Consequently, 

DDR activity may be regarded as contingent on a balance between phosphorylation and 

dephosphorylation (Freeman and Monteiro, 2010). Simplistically, phosphorylation often 

serves to activate, whereas dephosphorylation deactivates (Freeman and Monteiro, 

2010). For example, ATM/ATR phosphorylates (activates) Chk1/2, which 

phosphorylates p53. Concordantly, p53-induced protein phosphatase (WIP1) has been 

demonstrated to ‘switch off’ the DDR by dephosphorylating ATM and p53 (Macurek et 

al., 2013). However, it is worth noting that phosphorylation can also be deactivating. For 

example, ATM phosphorylates MDM2, thereby inducing a conformational change that 

disrupts polyubiquitination, and subsequent degradation of p53 (Cheng et al., 2009). 

Likewise, dephosphorylation is not synonymous with deactivation as it is well-known 

that pRb exerts its E2F repressive effects in a hypo-phosphorylated state.  

These seemingly opposing functions of phosphorylation may be attributable to its 

position. Positioning of phosphoryl groups are known to elicit differential effects. For 

example, Chk1 phosphorylation on ser317 and ser345 is closely linked to its biological 

functionality in response to DNA damage (Niida et al., 2007; Wilsker et al., 2008). 

However, loss of ser317 phosphorylation impedes G2/M checkpoint activation, whereas 

loss of ser345 is incompatible with cell viability in colorectal cancer cells (Wilsker et al., 

2008). Furthermore, embryonic stem cells with mutated ser317 does not support 



10 
 

checkpoint activation, while mutated ser345 results in mitotic catastrophe (Niida et al., 

2007). Chk2 functionality is also tied to differential phosphorylation. For example, 

phosphorylation on threonine 68 (thr68) is an initiating event, induced by DNA damage, 

that catalyses the structural modification of Chk2 to allow subsequent 

autophosphorylation, and full activation (Zannini, Delia, and Buscemi, 2014). Whereas 

phosphorylation at ser456 functions to stabilise Chk2 by preventing polyubiquitination 

and subsequent proteasomal degradation (Kass et al., 2007). 

How PTMs regulate differential p53 functions remain a topic of debate. However, a 

recurring hypothesis is that specific PTMs correlate with the severity of DNA damage, 

and the position of subsequent PTMs determine p53 function. For example, p53 serves 

as an ‘arrestor’ when phosphorylated on ser15 and ser20 (Jabbur, Huang and Zhang, 

2000; Loughery et al., 2014), while further phosphorylation at ser46 switches p53 

functioning to ‘killer’, in favour of an apoptotic phenotype (Mayo et al., 2005; Smeenk et 

al., 2011). While pChk1/2 phosphorylates p53 at ser20, both ATM and ATR are capable 

of phosphorylating p53 at ser15, which promotes p53 stability and function primarily by 

disrupting p53-MDM2 interaction (Canman et al., 1998; Nakagawa et al., 1999; Tibbetts 

et al., 1999; Saito et al., 2002). Furthermore, while several kinases, including 

homeodomain-interacting protein kinase (HIPK2) (He et al., 2019), DYRK2 (Taira et al., 

2007), ATM (Kodama et al., 2010), and p38 have been suggested to phosphorylate p53 

at ser46 (Perfettini et al., 2005; Liebl and Hofmann, 2019), He et al. (2019) provides 

compelling evidence that HIPK2 is the principal kinase that phosphorylates ser46 upon 

DNA damage, as its inhibition diminished p53 (ser46) levels ≈ 4-fold in glioblastoma 

cells following TMZ treatment. Moreover, the authors demonstrated HIPK2 stabilisation 

to be contingent on ATM/ATR-mediated inhibition of seven in absentia homolog 

(SIAH1). SIAH1 is an E3 ubiquitin ligase that facilitates HIPK2 proteolysis, and has been 
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shown to be phosphorylated by both ATM and ATR at ser19, thereby disrupting SIAH1-

HIPK2 interaction (Winter et al., 2008). 

The function of p53 (ser46) has gained much attention in recent years, specifically 

regarding its role in apoptosis. Although still debated, a recurring hypothesis is that p53 

(ser46) specifically promotes apoptosis by becoming more selective to pro-apoptotic 

gene promoters. For example, differential p53 target gene selectivity is reported by 

Smeenk et al. (2011) that observed increased p53 (ser46) among apoptotic cells. 

Particularly, genes involved in p53 signalling were significantly enriched. Importantly, 

the authors demonstrated the dependence of target gene selection on p53 (ser46), but 

not ser15, as phosphorylation at ser15 did not yield a similar target gene selection. 

Another example includes the observations by Oda et al. (2000) that demonstrated 

upregulation of apoptosis mediator, p53-regulated apoptosis-inducing protein 

(p53AIP1), to be dependent on p53 (ser46). Furthermore, mutation of ser46 reduced 

apoptosis. The authors hypothesised that initial p53 PTMs, including phosphorylation at 

ser15 and ser20 drives cell cycle arrest and repair functions, whereas later 

phosphorylation at ser46 drives apoptosis. This was supported by the observation that 

loss or mutation of p53 (ser46) does not affect p21 or p53R2 (DNA repair protein) (Wang 

et al., 2009) expression, whereas their expression correlated with ser15 

phosphorylation. Additionally, observations by Mayo et al. (2005) demonstrated p53 

(ser46) in response to ‘high dose’ chemotherapy, whereas this was not observed with 

the ‘low dose’. P53 (ser46) brought about increased selectivity for p53AIP1 and 

phosphatase and tensin homologue deleted on chromosome 10 (PTEN). PTEN is a 

tumour suppressor that augments apoptosis by inhibiting the pro-survival 

phosphoinositide-3 kinase (PI3K)-AKT signalling pathway (Carracedo and Pandolfi, 

2008). Consistent with the notion of p53(ser46)-dependent pro-apoptotic promotor 



12 
 

selectivity, Feng, Hollstein, and Xu (2006) demonstrated downregulation of several pro-

apoptotic genes in p53 (ser46)-alanine mutants, including Bcl-2 associated X protein 

(BAX) and p53 upregulated modulator of apoptosis (PUMA), following DNA damage 

induction. 

It is important to recognise that, while phosphorylation constitutes principle PTMs driving 

p53 function, these are not ‘stand-alone’ and are often complemented by other PTMs, 

such as acetylation (Tang et al., 2008) and methylation (Shi et al., 2007). P53 

acetylation is fundamental to diminish MDM2-induced proteolysis, and interference at 

p53-responsive promoters (Tang et al., 2008; Loewer et al., 2010). For example, p53 

lysine residue (e.g., lys120, lys370, and lys382) acetylation has been demonstrated to 

diminish p53-MDM2 interaction. This acetylation also interferes with MDM2 recruitment 

to the p21 promoter. Moreover, loss of p53 acetylation can diminish PUMA, BAX, and 

p21 expression levels (Tang et al., 2008). Akin to p53 (ser46)-mediated pro-apoptotic 

gene selectivity, acetylation at lys120 increases apoptotic protease activating factor 

(APAF1) expression, thus promoting apoptosis (Yun et al., 2016). Therefore, the 

regulation of deacetylases are of importance. Sirtuin 1 (SIRT1) is a histone deacetylase 

that is known to deacetylate p53 (Yang et al., 2015; Ren et al., 2019), particularly at 

lys382 (Reed and Quelle, 2015). Moreover, SIRT1 can also inhibit p300, a histone 

acetyltransferase that acetylates p53 (Bouras et al., 2005). Incidentally, HIPK2 can 

inhibit SIRT1 (Conrad et al., 2016). Regarding methylation, this PTM also affects p53 

activity, as p53 (lys382) methylation by histone methyltransferase (HMT), SET8, impairs 

p21 and PUMA transactivation (Shi et al., 2007). Similarly, Zhu et al. (2016) observed 

another HMT, SMYD2, along with SET8 to methylate p53 at lys382 and lys370 

respectively. Methylation was tied to p53 transcriptional inhibition as knock-down of 

either HMT resulted in increased transcription of PUMA and p21. 
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1.1.6. Apoptosis at a glance 

It is clear that strategic p53 PTMs can signify a commitment to cell death, and although 

the relationship between these PTMs and apoptosis execution requires clarification, it 

likely facilitates the upregulation of several pro-apoptotic proteins (Table 1). Since its 

discovery in 1979 (Soussi, 2010), p53 has become nearly synonymous with apoptosis, 

and is often cited as the ‘guardian of the genome’. A full review of apoptosis is covered 

in 3.1.1 (Chapter 3). Briefly, apoptosis comprises two main pathways, intrinsic and 

extrinsic. The intrinsic pathway relies on pro-apoptotic proteins to compromise the 

mitochondrial membrane, which in turn leaks cytochrome C (cytoC) into the cytoplasm. 

CytoC serves as a molecular signal to continue with apoptosis, forming the apoptosome. 

The apoptosome, which is a construct of cytoC, APAF1, and caspase-9 (cysteine 

protease), ultimately activates executioner caspases (e.g., caspase-3/7) that digest 

cellular components. Similarly, the extrinsic pathway relies on caspase activation, 

though, its molecular cues are derived from death receptors (e.g., FAS ligand receptor, 

FASR). Moreover, in contrast to intrinsic apoptosis, extrinsic apoptosis relies on 

caspase-8/10 to activate executioner caspases-3/7 (Elmore, 2007; Galluzzi et al., 

2018). 
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Figure 2. Typical DDR pathway in the context of sub-lethal and lethal DNA 
damage.  

DNA damage is detected by ATM, or ATR that propagate ‘damage signals’ to Chk1/2 

by means of phosphorylation. In turn, pChk1/2 further propagate the signal, resulting in 

p53 activation. Depending on the severity of the DNA damage, signalling may follow the 

‘sub-lethal damage’ route, if the damage is tolerable/repairable, resulting in cell cycle 

arrest, DNA repair, and ultimately survival. However, if DNA damage is too severe, 

signalling may follow the ‘lethal damage’ route resulting in transcriptional activation of 

pro-apoptotic proteins, eventuating in apoptosis. Arrows represent activation whereas 

blunted ends indicate inhibition. Note: Image taken from Visser and Thomas (2021) and 

used with permission. Created on license from BioRender.com. 
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1.1.7. Rationale 

This chapter brings into focus the concept that a single DDR pathway can manifest 

different cell fates (Fig. 2). Focussing on apoptosis (pro-death) and cell cycle 

arrest/DNA repair (pro-survival) as exemplar cell fates, what remains enigmatic is the 

molecular cues that promote either cell fate to prevail. Several theories have been 

suggested to govern cell fate following DNA damage, of which many are centred on a 

delicate balance between pro-survival and pro-death signalling (Adams and Cory, 2007; 

Nowsheen and Yang, 2012; Roos, Thomas, and Kaina, 2016). Thus, a reasonable 

assumption is that cell fate is determined by the intensity of the signalling in favour of 

either outcome. For example, Li et al. (2011a) observed that when cells are exposed to 

different levels of DNA damage, those exposed to greater levels of DNA damage are 

more likely to undergo cell death, whereas lower-exposed cells may survive. The 

authors also observed a positive correlation between the level of DNA damage and 

nuclear accumulation of DDR proteins. Relatedly, Speidel, Helmbold, and Deppert 

(2006) demonstrated high dose irradiation (known to cause DNA damage) to induce 

apoptosis, while low doses resulted in cell cycle arrest. Thus, a reasonable assertion is 

that greater levels of DNA damage, by intensifying DDR signalling, tips the balance of 

DDR signalling in favour of cell death. Moreover, a review by Roos, Thomas, and Kaina 

(2016) provides compelling arguments that ‘low level’ DNA damage is tolerated by cells 

in terms of initiating repair, and ultimately survival mechanisms. Whereas ‘high level’ or 

sustained damage initiates cell death. Although the intensity of DDR signalling has been 

correlated with the level, and duration of exposure to DNA damage (Zhang, Liu, and 

Wang, 2011; Nair, Bagheri, and Saini, 2015), the exact molecular mechanism that drives 

the ‘decision’ to abandon cell survival attempts in favour of apoptosis remains unclear. 
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Another critical consideration relates to the period after DNA damage. Specifically, while 

dose, and by extension, DNA damage intensity, is the de facto driver of cell fate 

decision-making, time is arguably equally important. In context of assessing lethality or 

genotoxicity, it is not unreasonable to assume that measurements taken at different 

times post-exposure might result in different conclusions. In support of the latter, 

consider how, for example, DNA repair might influence cell fate. It is known that 

endogenous DNA repair mechanisms safeguard the genome against DNA mutant 

propagation by repairing damaged DNA (Li et al., 2021). By the same token, the 

effectiveness of DNA damaging agents is contingent on the ability of cellular DNA repair 

mechanisms to resolve the resulting DNA lesions. For example, temozolomide (TMZ) 

(the test article used here) is an alkylating agent known to induce DNA damage by 

predominantly causing N3-meA, N7-meG, and O6-meG adducts. While N3-meA and 

N7-meG adducts are the most abundant, they are considered to be less toxic than O6-

meG adducts given the competence of BER to resolve the former lesions and the limited 

availability of MGMT that resolves O6-meG lesions (Kaina et al., 2007; Fan et al., 2013; 

Ito et al., 2013; Strobel et al., 2019). Thus, for cells exposed to TMZ, any assessment 

of genotoxicity would have to consider endogenous MGMT levels. However, MGMT is 

a ‘suicide enzyme’, repairing lesions at the expense of itself. Specifically, MGMT 

transfers the alkyl adduct onto itself, resulting in its inactivation (Kaina et al., 2007; 

Gouws and Pretorius, 2011). Consequently, indications of genotoxicity will become 

more obvious as MGMT levels deplete and, reciprocally, DNA damage lesions accrue 

with time. This exemplifies an example of how DNA repair might undermine DNA 

damaging agents, however, consideration must also be given to genotoxicity that may 

result from DNA repair. For example, the genotoxicity of TMZ is, at least in part, 

suggested to result from DNA repair intermediates that accumulate during repair 
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attempts over several cell cycles (York and Modrich, 2006; Mojas, Lopes, and Jiricny, 

2007; Quiros, Roos, and Kaina, 2010; De Zio, Cianfanelli, and Cecconi, 2013; Fuchs et 

al., 2021). Thus, it is not unreasonable to assume an initial ‘restrained genotoxicity’ 

might be observed, prior to breaching a stochastic threshold after which a specific cell 

fate ensues. The concept of inherent DNA damage thresholds is gaining traction and 

along with DNA repair, a host of other factors (e.g., cell and DNA damage type) may 

influence it (Kaina et al., 2021). It is likely that time post-exposure to DNA damaging 

agents is inextricably linked to DNA damage thresholds and thus, cell fate. Therefore, 

this chapter identifies how specific DDR proteins change over time in response to sub-

lethal and lethal DNA damage, and speculates on how changes in the level of these 

DDR proteins may be contributing factors to differential cell fates. 

Aim:  

1. Identify the dynamics of key DDR proteins at sub-lethal and lethal TMZ doses at 

specific time-points. 
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1.2. Methods  

1.2.1.Tissue culture 

The human B-lymphoblastoid TK6 suspension cell line (American Type Culture 

Collection, CRL-8015, Virginia, USA) was used as they are p53 competent and able to 

elicit a complete DDR (Hashimoto et al., 2012). Cells were incubated under standard 

conditions (37°C and 5% CO2) in complete Roswell Park Memorial Institute (RPMI) 

medium (GlutaMAX) (Thermo Fisher Scientific, Loughborough, UK) containing 10% 

foetal bovine serum (FBS) (complete medium) (Thermo Fisher Scientific, 

Loughborough, UK). Cells were maintained at densities of < 1 x 106 cells/mL in 

accordance with supplier recommendations. Unless otherwise stated, all experiments 

were performed at cell densities of ≈ 1.5 x 105 – 2 x 105 cells/mL at the time of treatment. 

To ensure optimal growth conditions, cells were maintained for at least 5 days prior to 

TMZ treatment, adding fresh complete medium as required. In all cases, unless 

otherwise stated, ‘biological replicates’ refer to independent experiments conducted on 

TK6 cell cultures raised from respective cryovials i.e., for each biological replicate a 

fresh TK6 cell stock cryovial was revived from liquid nitrogen or -80°C storage. 

1.2.2. Dose responses and subsequent TMZ treatments 

1.2.2.1. Establishing sub-lethal and lethal TMZ doses 

TMZ was selected as test article given its half-life of ≈ 1 - 2 h in vitro (Wesolowski, 

Rajdev, and Mukherji, 2010; Chen et al., 2014; Liu et al., 2014), thus supporting our 1 h 

TMZ exposure protocol discussed hereafter. This contrasts with certain other alkylating 

agents such as N-methyl-N-nitrosourea (MNU) that has an in vitro half-life of only 8 min 

(Miyamoto et al., 1988). Moreover, our research group has previous experience with 
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using TMZ in vitro. TMZ powder (Merck, Dorset, UK) was dissolved in dimethyl sulfoxide 

(DMSO) (Merck, Dorset, UK) to 100 mM stock solutions and stored at - 80 °C until use. 

These were further diluted with DMSO to prepare the TMZ doses for subsequent 

experimentation. Cells were exposed to final concentrations of 0 (1% DMSO solvent 

control), 10, 30, 70, 100, 250, and 900 µM TMZ for 1 h, respectively. This concentration 

range was selected to encompass typical intratumoural and plasma TMZ concentrations 

following cancer treatment (Berte et al., 2016; Beltzig, Stratenwerth, and Kaina, 2021; 

Knizhnik et al., 2013), and also included an ‘extreme’ dose (900 µM), to ensure an 

apoptotic cell fate, as previously observed within our research group (Thomas, A.D., 

personal communication, 2019). Subsequently, treatment was terminated by TMZ 

removal and phosphate-buffered saline (PBS) (Thermo Fisher Scientific, 

Loughborough, UK) washing, after which cells were resuspended in fresh, complete 

RPMI to re-establish initial cell densities, and were re-incubated for a further 24 h under 

standard conditions. This time-point was selected to ensure sufficient DNA damage (in 

the form of DSBs) have occurred, prompting the formation of γH2Ax foci (indicator of 

DSBs) (De Zio, Cianfanelli, Cecconi, 2013), and the induction of apoptosis. 

1.2.2.2. γH2Ax foci visualisation by immunofluorescence of TMZ dose response 

samples 

Following the 24 h incubation, cells were counted, washed with tris-buffered saline 

(TBS), and fixed with ice-cold 100% methanol (MeOH) (Thermo Fisher Scientific, 

Loughborough, UK) (15 min). Fixed cells were washed with TBS and subsequently 5 x 

104 cells were incubated with 0.1 % triton-X (Thermo Fisher Scientific, Loughborough, 

UK) for 10 min at room temperature (RT). Following another TBS wash, cells were 

incubated in 5% goat serum (Thermo Fisher Scientific, Loughborough, UK), made in 

TBS, for 30 min at RT. Subsequently, cells were incubated with an anti-γH2Ax (D7T2V) 
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antibody (Cell Signaling Technology, Leiden, Netherlands) for 2 h at RT, at a 1/150 final 

dilution. After incubation, cells were spun onto slides in cytofunnels using a Cytospin 

centrifuge (Thermo Fisher Scientific, Loughborough, UK) at 800 rpm for 8 min. Slides 

were air dried (10 min), TBS-washed for 5 min, and incubated with Alexa Fluor 568 goat 

anti-mouse secondary antibody (Life Technologies, Leicestershire, UK) (diluted 1/500 

in 5% goat serum) for 1 h at RT. Slides were subsequently TBS-washed and incubated 

with 0.5 µg/ml DAPI (Merck, Dorset, UK) for 10 min before mounting coverslips with 

Mowiol mounting medium (Merck, Dorset, UK). Visualisation was performed on a Nikon 

Eclipse 80i fluorescent microscope and 140 – 1100 cells per sample were scored for 

γH2Ax foci. Scores were classified as groups: γH2Ax negative (< 7 foci/cell) or γH2Ax 

positive (≥ 7 foci/cell) based on typical scoring parameters classifying 5 - 10 foci as 

positive (Avondoglio et al., 2009; Toyooka, Ishihama, and Ibuki, 2011). Scoring γH2Ax 

foci provides confirmation of the level and type of damage being caused at specific TMZ 

doses.  

1.2.2.3. Annexin V measurement of TMZ dose response samples 

TK6 cells were treated exactly as for γH2Ax foci visualisation. Annexin V analysis was 

performed with an Annexin V-FITC kit (Miltenyi Biotec, Surrey, UK), according to 

manufacturer specifications, to detect apoptotic cells following TMZ exposure. Twenty-

four hours post-exposure, 3 x 105 cells were sampled, centrifuged (160 X g, 6 min), and 

resuspended in 1 x binding buffer. Subsequently, this suspension was centrifuged (300 

X g, 10 min) and resuspended in Annexin V-FITC antibody (diluted 1/10 v/v in 1 x 

binding buffer), followed by a 15 min incubation in the dark. After this, cells were washed 

in binding buffer and centrifuged (300 X g, 10 min), before being resuspended in ≈ 1 

μg/mL propidium iodide (PI) (prepared 1/100 v/v in 1 x binding buffer). Analysis was 

performed on a BD Accuri C6 flow cytometer. A medium flow rate was used and TK6 
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cells were gated based on size and granularity indicated with an SSC-A vs. FSC-A 

scatter plot. Doublet exclusion was based on both FSC-A vs. FSC-H, and SSC-A vs. 

SSC-H scatter plots. PI positive cells and Annexin V positive cells (indicated by FITC) 

were detected in the FL2-A and FL1-A channels respectively. Following this, the TK6 

population was gated to identify; PI and Annexin V double negative, PI positive, Annexin 

V positive, and PI and Annexin V double positive cells, to identify live, necrotic, and 

apoptotic cells respectively. At least 10000 single cells were recorded in the FL2-A vs. 

FL1-A channel for each sample. 

1.2.3. DDR protein profiling in response to TMZ  

1.2.3.1. TK6 treatment with 30TMZ and 900TMZ 

TK6 cells were exposed to DMSO, 30 µM (30TMZ), and 900 µM (900TMZ). Treatment 

was the same as 1.2.2.1, with the exception of using 4 h, 18 h, and 36 h post-exposure 

as sampling times. This experimental setup allows characterisation of DDR protein 

levels at both sub-lethal and lethal doses over a sufficient time span, allowing DNA 

damage to manifest. This is based on the doubling time of TK6 cells (≈ 12 - 18 h) 

(Hashimoto and Todo, 2013; Brüsehafer et al., 2016; Lorge et al., 2016), and 

considering that TMZ-induced DNA damage requires at least two replicative cycles 

(Quiros, Roos, and Kaina, 2010). DMSO treatments were used as time-matched 

controls. In anticipation of TK6 cell doubling, samples were supplemented with an equal 

volume fresh complete RPMI ≈ 18 - 24 h post-exposure, to maintain the original cell 

density. 
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1.2.3.2. Immunoblotting TMZ-treated samples and controls 

Protein extraction 

Following treatments, all samples and controls underwent protein extraction. Samples 

were centrifuged (433 X g) for 5 min at 4°C, and PBS washed to remove residual serum. 

Following two subsequent wash cycles, cell lysis was achieved by resuspending 

samples in radioimmunoprecipitation assay (RIPA) buffer (Merck, Dorset, UK), 

containing protease and phosphatase inhibitor (1/100 v/v) (HaltTM, Thermo Fisher 

Scientific, Loughborough, UK), and incubating on ice for 15 min with intermittent 

vortexing. Proteins were extracted as a supernatant following centrifugation (8000 X g) 

for 10 min at 4°C. These were stored at - 80°C until further analysis. 

Protein quantification and polyacrylamide gel electrophoresis 

Protein concentration was determined spectrophometrically using the DC assay 

(BioRad, Hertfordshire, UK) according to manufacturer specifications. Depending on the 

protein probed for, 10 – 50 µg protein was used for immunoblotting. Extracted proteins 

were prepared in 1 x sodium dodecyl-sulfate (SDS)-PAGE sample loading buffer (from 

6 x Laemmli buffer: SDS (10.57% w/w), bromophenol blue (0.05% w/w) (Merck, Dorset, 

UK; Thermo Fisher Scientific, Loughborough, UK), dithiothreitol (8.19% w/w), glycerol 

(52.14% w/w) (Thermo Fisher Scientific, Loughborough, UK), tris-HCl (0.5 M pH 6.8) 

(10.57% w/w, dH2O (18.49% w/w)). Following this, samples were heated at 95°C for 3 

min, cooled, and loaded onto 6 - 15% polyacrylamide gels (prepared according to 

BioRad specifications), depending on protein size. PageRulerTM Plus or HiMarkTM 

(Thermo Fisher Scientific, Loughborough, UK) protein standards were used depending 

on the molecular weight of the proteins probed for. Electrophoresis was performed at 

100 V in running buffer (SDS (0.1% v/v),10 x tris-glycine (10% v/v) (Merck, Dorset, UK; 

Thermo Fisher Scientific, Loughborough, UK), dH2O (89.9% v/v)). 



23 
 

Immunoblotting 

Proteins were transferred to nitrocellulose membranes overnight (4°C) at 100 mA or 30 

V (depending on protein size), or for 2 h at 300 mA on ice, in transfer buffer (MeOH 

(10% v/v) (Thermo Fisher Scientific, Loughborough, UK), 10 x tris-glycine (10% v/v), 

dH2O (80% v/v)). Key DDR proteins were targeted for analysis. For a complete list of 

proteins targeted and antibodies used see Table 2. 
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Table 2. Primary antibodies validated and used for immunoblotting 

Protein Species 
 

Clonality 
 

Dilution 
 

Supplier 
 

Clone 

β-actin Mouse Monoclonal 1/2000-
1/2500 

Cell Signaling 8H10D10 

Chk1 Mouse Monoclonal 1/1000-
1/1250 

Cell Signaling 2G1D5 

pChk1 Rabbit Monoclonal 1/1000-
1/1250 

Cell Signaling 133D3 

Chk2 Mouse Monoclonal 1/1000-
1/1250 

Cell Signaling 1C12 

pChk2 Rabbit Monoclonal 1/1000-
1/1250 

Cell Signaling C13C1 

P53 Mouse Monoclonal 1/1000-
1/1250 

Cell Signaling DO-1 

γH2Ax Rabbit Monoclonal 1/1000-
1/1250 

Cell Signaling 20E3 

ATR Mouse Monoclonal 1/1000-
1/1250 

Santa Cruz C-1 

pATR Rabbit Polyclonal 1/1000-
1/1250 

Cell Signaling - 

* Proteins preceded by ‘p’ indicates phosphorylated form. 
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Following protein transfer, membranes were incubated in 5% bovine serum albumin 

(BSA) (Thermo Fisher Scientific, Loughborough, UK) prepared in TBS-T (TBS, 0.1% 

tween 20) for 1 h at RT. Primary antibody incubation was done overnight at 4°C or for 1 

h at RT. Antibody dilutions used are indicated in Table 2. Following this, membranes 

were washed three times in TBS-T for 5 min. Subsequently, membranes were incubated 

with the appropriate secondary antibodies (IRDye goat anti-rabbit/goat anti-mouse) 

(Licor, Cambridge, UK), diluted 1/15000 (v/v in TBS-T), for 1 h at RT. To simultaneously 

detect total and phospho-proteins of the same target, primary antibodies for each were 

from different species, and secondary antibodies were tagged with different fluorescent 

labels. Excess antibodies were removed with three 10 min wash cycles in TBS-T. 

Subsequent visualisation was performed on a Licor Odyssey Fc imaging system (LI-

COR Biosciences, Nebraska, USA). Protein normalisation was performed with lane 

normalisation factors calculated from β-actin (loading control), and phospho-proteins 

were further normalised against respective total proteins where relevant (Appendix A). 

Fold changes were calculated by comparing each sample to its respective, time-

matched, DMSO control. 

1.2.4. Cell cycle analysis 

TK6 cells were exposed to DMSO, 30TMZ, and 900TMZ. Treatment and sampling times 

were the same as for 1.2.3. All samples were counted, centrifuged (400 X g) for 5 min, 

and 1 x TBS/PBS washed (twice). Subsequently, cells were fixed in ice-cold MeOH 

(100%) for 10 - 15 min, at RT. Samples that were not immediately processed were 

stored after fixation, at - 20 °C for no longer than one week. Following this, 2 - 3 x 105 

cells were sampled for analysis. Note, for each experiment the number of cells sampled 

were kept constant between individual samples. Adjustment of the number of cells 

sampled was only required when cell loss during processing impeded subsequent 
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analysis. Sampled cells were centrifuged (600 - 5000 X g) for 5 min and incubated at 

RT for 1 h in 1 x PBS-diluted RNAse A (30 μg/mL) (Thermo Fisher Scientific, 

Loughborough, UK). Following this, PI (Thermo Fisher Scientific, Loughborough, UK) 

was added to each sample to a final concentration of 40 μg/mL and analysed using a 

BD Accuri C6 flow cytometer. A medium flow rate was used and TK6 cells were gated 

based on size and granularity indicated with a SSC-A vs. FSC-A scatter plot. Doublet 

exclusion was based on both FSC-A vs. FSC-H, and SSC-A vs. SSC-H scatter plots. 

Following these exclusions, at least 5000 single cells were recorded in the FL2-A 

channel for each sample. PI positive cells were detected as a histogram in the FL2-A 

channel, after which cell cycle phases were gated for 4 h, 18 h, and 36 h samples 

respectively, using time-matched DMSO-treated samples to define G1, S, and G2 

populations. 

1.2.5. Annexin V analysis 

TK6 cells were exposed to DMSO, 30TMZ, and 900TMZ. Treatment and sampling times 

was the same as 1.2.4. Analysis was performed as described in 1.2.2.3. 

1.2.6. Statistical analysis 

Statistical analyses were performed using IBM SPSS Statistics v.28. Normality was 

assessed using Shapiro-Wilk test. Parametric data was analysed with either 

independent sample t-test or one-way ANOVA with Tukey’s test or Dunnett’s test as a 

post-hoc test depending on the type and number of comparisons made. Non-parametric 

data was assessed with Mann-Whitney U test. Correlations between time and γH2Ax 

foci and apoptosis, respectively, were performed with Kendall’s tau-b. Correlation 

between γH2Ax foci and apoptosis were performed with Spearman’s rank correlation. 

To ensure balanced correlations, three simple random sampling iterations were used to 
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correct unpaired sample sizes when performing Spearman correlations. This resulted 

in multiple correlation combinations, and thus, resulting p-values were averaged. 

However, statistical significance was only considered if each combination had an 

association in the same direction and had a p < 0.05, otherwise it was assumed that no 

correlation exists.  For all statistics, p < 0.05 was considered statistically significant. 
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1.3. Results 

1.3.1. Assessing the genotoxicity of TMZ doses 

To assess the genotoxicity of TMZ, TK6 cells were exposed to TMZ doses ranging 0 

(DMSO) – 900 μM and sampled 24 h post-exposure. Subsequently, γH2Ax was used 

as an indicator of DSBs, and by extension, genotoxicity. Only 900TMZ yielded a 

significantly decreased γH2Ax negative population (p = 0.008), whereas the γH2Ax 

positive population significantly increased (p = 0.008) when compared with the DMSO 

control (Fig. 3).  
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Figure 3. Distribution of γH2Ax positive and negative TK6 cells 24 h post-

exposure to TMZ.  

TK6 cells were treated with a dose range of TMZ for 1 h, after which treatment was 
terminated and cells were further incubated for 24 h in fresh complete RPMI. Cells with 
≥ 7 γH2Ax foci were classified as ‘γH2Ax positive’ (red) while < 7 were classified as 
‘γH2Ax negative’ (green). The percentage γH2Ax positive cells show a positive 
relationship with increasing TMZ dose, while the reverse is true for γH2Ax negative cells. 
Particularly, the only dose significantly influencing γH2Ax foci as compared to DMSO, 
was 900TMZ. Normality was assessed with Shapiro-Wilk test while mean differences 
between TMZ-treated and DMSO controls were assessed for statistical significance 
using a one-way ANOVA with Dunnett’s test post-hoc. For 30TMZ only two biological 
replicates were available for analysis and therefore normality was not assumed. Thus, 
a Mann-Whitney U test was used to compare 30TMZ against the DMSO control. In all 
other cases the data is representative of three biological replicates (n = 3) * Indicates 
statistical significance (p < 0.05). Data represents mean + SD (error bars). N.S. (not 
significant). 
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Given that no other doses yielded a significant difference, 900TMZ was selected as the 

lethal dose. For the sub-lethal dose, 30TMZ was selected as this did not significantly 

affect γH2Ax levels (p = 0.8) and is within range of the intratumoural and typical plasma 

concentrations achieved following patient treatment with TMZ (Berte et al., 2016; 

Beltzig, Stratenwerth, and Kaina, 2021). The effect of DMSO, 30TMZ, and 900TMZ on 

γH2Ax foci formation can be seen in Fig. 4. Foci formation was more wide-spread 

(present in more cells) and had a greater accumulation per cell among 900TMZ-treated 

cells compared to the DMSO control, whereas 30TMZ demonstrated some γH2Ax foci 

accumulation but to a much lesser extent when compared to 900TMZ-treated cells.  

Moreover, unlike 30TMZ, 900TMZ-treated cells showed prominent morphological 

changes indicative of apoptosis, including nuclear condensation and fragmentation 

(Saraste and Pulkki, 2000). 
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Figure 4. Immunofluorescence micrographs of γH2Ax foci in TK6 cells.   

TK6 cells were treated with DMSO and a range of TMZ doses for 1 h. Samples were collected 24 h post-exposure and processed for 
immunocytochemistry. Cells were probed with a primary mouse antibody against γH2Ax, and the primary antibody was detected with Alexa Fluor 568 
goat anti-mouse secondary antibody. White arrows indicate examples of γH2Ax foci, while red and green arrows indicate apparent nuclear 
fragmentation and nuclear condensation respectively, both likely resulting from apoptosis. Of particular note is the prominent increase in γH2Ax foci 
among TMZ-treated cells (B and C) as compared to those treated with DMSO (A). Furthermore, compared to either DMSO (A) or 30TMZ-treated cells 
(B), 900TMZ-treated cells (C) show clear morphological indications of apoptosis. Scale bars represents 10 μm. 

 

A    DMSO γH2Ax B    30TMZ γH2Ax C    900TMZ γH2Ax  
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To determine if an association exists between TMZ dose and γH2Ax foci formation, 

Kendall’s tau-b correlation was performed (Fig. 5). Indeed, a significant (p < 0.001) 

positive association was observed between increasing γH2Ax-positive cells and 

increasing TMZ dose. Similarly, a significant (p < 0.001) negative association was 

observed between the percentage-γH2Ax negative cells and increasing TMZ dose. 
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Figure 5. Correlation between γH2Ax foci formation and TMZ dose. 
TK6 cells were treated with DMSO or a dose range of TMZ for 1 h, after which treatment 
was terminated and cells were further incubated for 24 h in fresh complete RPMI. Cells 
with ≥ 7 γH2Ax foci were classified as ‘γH2Ax positive’ while < 7 were classified as 
‘γH2Ax negative’. Kendall’s tau-b correlation demonstrates a significant non-linear 
positive association between γH2Ax positive cells and TMZ dose (A), whereas the 
reverse is true for γH2Ax negative cells (B). Data represents individual samples of three 
(n = 3) biological repeats, except for 30TMZ where only two biological repeats were 
available. 

A 

B 

r = 0.616 

r = - 0.616 
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1.3.2. Assessing lethality of TMZ doses 

To determine whether the observed genotoxicity manifests as apoptosis, TK6 cells 

exposed to TMZ (0 – 900 μM) were assessed by flow cytometry for phosphatidylserine 

(Fig. 6), a membrane protein exposed during apoptosis that has a high affinity for 

annexin V (Lee et al., 2013). Exploiting the phosphatidylserine-annexin V interaction, 

the fraction of apoptotic TK6 cells was quantified. Compared to the DMSO control, only 

250TMZ and 900TMZ significantly increased apoptosis (p = 0.027 and p < 0.001) 24 h 

post-exposure, as indicated by the percentage annexin V positive cells. However, at 

30TMZ, no increase in apoptosis (p = 0.999) was observed when compared to the 

DMSO control. These observations correspond with our γH2Ax foci accumulation data 

and thus confirms that TMZ-induced genotoxicity culminates in apoptosis.  
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Figure 6. Apoptosis levels of TK6 cells exposed to a TMZ dose range.  

TK6 cells were treated with DMSO and a range of TMZ doses for 1 h. Samples were 
collected 24 h post-exposure, probed with Annexin V-FITC and analysed with flow 
cytometry. Percentage annexin V positive cells increases with TMZ dose, reaching 
statistical significance at 250TMZ and 900TMZ as compared to the DMSO control. Of 
note is the non-significant relationship between 30TMZ and DMSO. Normality was 
assessed with Shapiro-Wilk test while mean differences between any TMZ dose and 
DMSO were assessed for statistical significance using a one-way ANOVA and 
Dunnett’s test post-hoc. * Indicates statistical significance (p < 0.05). Data is 
representative of three biological repeats (n = 3). Data represents mean + SD (error 
bars). N.S. (not significant). 
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To determine if an association exists between the level of apoptosis and TMZ dose, 

Kendall’s tau-b correlation was performed (Fig. 7). Indeed, a significant (p < 0.001) 

positive association was observed between annexin V positive cells and increasing TMZ 

dose. Given the positive correlation between increasing apoptosis, γH2Ax positive cells 

and increasing TMZ dose, respectively, we sought to determine if a relationship also 

exists between γH2Ax foci formation and apoptosis. Unfortunately, the nature of our 

data limits the statistical appropriateness of such a correlation. Nonetheless, statistical 

appropriateness aside, an approximation of the relationship between γH2Ax foci 

formation and apoptosis can be seen in Appendix B. Indeed, a statistically significant 

(p = 0.019) positive correlation was observed between annexin V positive and γH2Ax 

positive cells, whereas a significant (p = 0.019) negative correlation was observed 

between annexin V positive and γH2Ax negative cells. However, this relationship is not 

apparently linear. 
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Figure 7. Correlation between Annexin V positive cells and TMZ dose. 

TK6 cells were treated with DMSO and a range of TMZ doses for 1 h. Samples were 
collected 24 h post-exposure, probed with Annexin V-FITC and analysed with flow 
cytometry. Kendall’s tau-b correlation demonstrates a significant non-linear positive 
association between Annexin V positive cells and TMZ dose. Data represents individual 
samples of three (n = 3) biological repeats. 
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1.3.3. Assessing the influence of time after TMZ treatment on cell 

cycle distribution and apoptosis  

To determine the influence of TMZ treatment on TK6 cell fate at 4 h, 18 h, and 36 h 

post-exposure, cell cycle analysis (Fig. 8) and annexin V analysis (Fig. 9) was 

performed using flow cytometry. The overall cell cycle distribution at 4 h was comparable 

between 30TMZ and 900TMZ, only showing a slightly, but significantly, increased (p = 

0.012) S-phase accumulation among 900TMZ-treated cells. At 18 h post-exposure, 

900TMZ-treated cells exhibited a significant reduction (p < 0.001) in the G1-phase when 

compared to that of 30TMZ-treated cells. In contrast, there were significantly more (p = 

0.026) G1-phase cells among 900TMZ-treated cells 36 h post-exposure when compared 

to that of 30TMZ-treated cells. However, at the same time-point, the G2 fraction of 

900TMZ-treated cells was significantly decreased (p = 0.035) when compared to that of 

time-matched 30TMZ-treated cells. Of note, these differential responses to 30TMZ and 

900TMZ resulted in 30TMZ-treated cells having a cell cycle distribution that was inverse 

to that observed among DMSO-treated cells, in terms of G1 and G2 fractions, 36 h post-

exposure.  
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Figure 8. Cell cycle distribution of TK6 cells post-exposure to TMZ.  

TK6 cells were sampled 4 h, 18 h, and 36 h post-exposure to TMZ, and 2 – 3 x 105 cells 
were used for flow cytometry. At least 5000 single cells were analysed for each sample. 
Histograms (A) illustrate the cell cycle distribution of DMSO (black), 30TMZ (red), and 
900TMZ (blue) treated cells at respective time-points. There is a notable shift from G1 
fraction to G2 among TMZ-treated cells over time, with 900TMZ-treated cells having 
faster kinetics to this effect (A and B). Moreover, the G2 fraction of 900TMZ-treated cells 
36 h post-exposure is significantly less compared to time-matched 30TMZ-treated cells.  
Normality was assessed with Shapiro-Wilk test while mean differences between cell 
cycle phases (G1, S, and G2) of 30TMZ and 900TMZ were assessed for statistical 
significance using an independent sample t-test. * Indicates statistical significance (p < 
0.05) and is based on time-matched comparisons between 900TMZ and 30TMZ. Data 
is representative of three (n = 3) biological repeats. Data represents mean + SD (error 
bars). 

4 h post-exposure 18 h post-exposure 36 h post-exposure 
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* * 
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* 

B 



40 
 

As with cell cycle distribution, a similar level of apoptosis between 30TMZ and 900TMZ 

was observed 4 h post-exposure. However, a significant difference was observed 18 h 

(p = 0.035) and 36 h (p = 0.021) post-exposure, between 30TMZ-, and 900TMZ-treated 

cells. Notably, when comparing 30TMZ 4 h post-exposure to those 36 h, no significant 

difference (p = 0.342) was observed in the apoptotic fraction. However, the same 

comparison among 900TMZ-treated cells revealed a significant increase (p = 0.014) in 

apoptotic cells 36 h post-exposure. 
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Figure 9. Apoptosis of TK6 cells at different times post-exposure to TMZ.  

TK6 cells were sampled 4 h, 18 h, and 36 h post-exposure to TMZ, and 3 x 105 cells 
were used for flow cytometry. At least 10000 single cells were analysed for each 
sample. Overall, cell viability remains comparable between DMSO-, and 30TMZ-
treated cells over time, while that of 900TMZ markedly declines after 18 h post-
exposure with a reciprocal increase in the apoptotic fraction (A and B). Images (B) 
illustrate the gating strategy for determining annexin V positive cells (Q3-UR + Q3-
LR) among DMSO or TMZ-treated cells at respective time-points. Q3-LL represents 
the surviving fraction while Q3-UL is indicative of debris or necrotic cell death. 
Normality was assessed with Shapiro-Wilk test while mean differences between the 
proportion of annexin V positive cells of time-matched 30TMZ and 900TMZ samples 
were assessed for statistical significance using an independent sample t-test. One-
way ANOVA with Tukey’s post-hoc test was used to test for any mean differences 
within 30TMZ-, and 900TMZ-treated groups respectively. * Indicates statistical 
significance (p < 0.05). * With connecting line shows specific statistically significant 
(p < 0.05) comparisons. Data is representative of three (n = 3) biological repeats. 
Data represents mean + SD (error bars). N.S. (not significant).
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1.3.4. Assessment of DDR proteins 4 h, 18 h, and 36 h post-exposure 

to 30TMZ and 900TMZ doses. 

To determine if 30TMZ and 900TMZ treatment results in differential DDR responses, 

key DDR proteins were quantified by immunoblotting (Fig. 10). Given the doubling time 

of TK6 cells (12 - 18 h) and the requirement of two replicative cycles for TMZ-induced 

damage to fully manifest, DDR proteins were assessed at 4 h, 18 h, 36 h post-exposure 

to TMZ. All DDR proteins assessed followed similar dynamics, that is, an increase in 

protein levels with increased time post-TMZ exposure. This was specifically apparent 

among 900TMZ-treated cells that showed significantly increased protein levels at most 

time-points when compared with 30TMZ-treated cells (Table 3). Specifically, 36 h post-

exposure, 900TMZ-treated cells had significantly greater levels of all DDR proteins 

(pATR, γH2Ax, pChk1, pChk2, and p53) measured. Similarly, at 4 h and 18 h post-

exposure, 900TMZ-treated cells had significantly greater DDR protein levels for all 

proteins, except γH2Ax (4 h) and pChk2 (18 h) as compared to time-matched 30TMZ-

treated cells. Overall, γH2Ax and pChk1 appear to be the most responsive to TMZ, 

showing the largest fold increases over time. Specifically, γH2Ax levels among 900TMZ-

treated cells were elevated 14.8-fold, 18 h post-exposure as compared to DMSO, 

whereas that of 30TMZ-treated cells was elevated 1.9-fold. Moreover, 36 h post-

exposure, γH2Ax levels among 900TMZ-treated cells further increased to 32.3-fold, 

whereas that of 30TMZ-treated cells increased to 12.5-fold. Similarly, the levels of 

pChk1 was elevated 21.1-fold for 900TMZ-treated cells, whereas that of 30TMZ-treated 

cells was elevated 3.3-fold, as compared to DMSO controls 36 h post-exposure. Of 

note, 4 h post-exposure, pChk1 levels were elevated 6.1-fold among 900TMZ-treated 

cells whereas that of 30TMZ-treated cells was elevated 1.8-fold. Among all proteins 

tested, this is the highest, early (4 h post-exposure), observed increase in protein levels.  



43 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

уH2Ax 

β-actin 

4 h 4 h 4 h 18 h 18 h 18 h 36 h 36 h 36 h 

DMSO 30TMZ 900TMZ 

* 

* 

pChk1 

Chk1 

β-actin 

4 h 4 h 4 h 18 h 18 h 18 h 36 h 36 h 36 h 

DMSO 30TMZ 900TMZ 

* 

* * 

* 

* 

* 

pATR 

ATR 

β-actin 

4 h 18 h 36 h 4 h 18 h 36 h 4 h 18 h 36 h 

DMSO 30TMZ 900TMZ 

A B 

C D 

E F 



44 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. DDR protein profile following TMZ treatment. 

Phosphorylated and total protein levels of key DDR proteins were analysed by 
immunoblotting. TK6 cells were sampled 4 h, 18 h, and 36 h post-exposure to TMZ, 
protein extracted, and 10 - 50 μg protein was used for immunoblotting. In response to 
TMZ, all protein levels increased over time, with the most significant increases observed 
36 h post-exposure to 900TMZ (A – J). The most TMZ-responsive proteins appear to 
be γH2Ax (C and D) and pChk1 (E and F) based on the magnitude of protein elevation 
post-exposure. Normality was assessed with Shapiro-Wilk test while mean differences 
between time-matched 30TMZ and 900TMZ samples were assessed for statistical 
significance using an independent sample t-test. * Indicates statistical significance (p < 
0.05). Data is representative of at least five (n = 5) biological repeats. Data represents 
mean + SD (error bars). 
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Table 3. P-values for comparison of time-matched control normalised protein levels 

between 30TMZ-, and 900TMZ-treated cells 

 Time post-exposure to TMZ 

 4 h 18 h 36 h 

pATR  0.008 <0.001 0.003 

γH2Ax 0.052 <0.001 0.037 

pChk1 <0.001 <0.001 0.001 

pChk2 0.048 0.09 0.035 

p53 <0.001 <0.001 0.013 
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1.4. Discussion 

Human cells are in a constant state of genotoxicity from endogenous and exogenous 

sources (Auten and Davies, 2009; Jenkins et al., 2010; Tubbs and Nussenzweig, 2017). 

DNA damage events perceived by cells need to be dealt with to maintain genomic 

stability and DNA replicative fidelity (Tubbs and Nussenzweig, 2017). Depending on the 

type and amount DNA damage, a cell can either undergo cell cycle arrest and repair the 

damage, or initiate apoptosis if the damage is substantial and exceeds its repair 

capabilities (Surova and Zhivotovsky, 2013). The ‘decision’ to undergo either cell cycle 

arrest/DNA repair or commit to apoptosis implies the existence of specific molecular 

cues that remains enigmatic. This underpins the rationale for this thesis in which sub-

lethal (30 μM) and lethal (900 μM) TMZ doses were determined empirically at specific 

time-points, at which the magnitude of the DDR between these doses differed 

significantly. 

Recall that TMZ-induced DNA damage predominantly comprises N3-meA, N7-meG, 

and O6-meG adduct formation, with O6-meG being the most detrimental given the 

limited availability of the suicide enzyme, MGMT, that resolves O6-meG lesions (Kaina 

et al., 2007; Gouws and Pretorius, 2011; Fan et al., 2013; Strobel et al., 2019). Thus, 

when O6-meG lesions exceed the available MGMT, the lesions remain unrepaired and 

eventually form DSBs which is the most detrimental form of DNA damage (Trenner and 

Sartori, 2019). How, exactly, O6-meG adducts result in DSBs remain a topic of debate, 

but a popular hypothesis is the MMR futile cycle. The MMR futile cycle is believed to 

occur when O6-meG is mistakenly read as adenine by DNA polymerase, thus pairing it 

with thymine. This thymine then becomes recognised by MMR machinery as a 

mispaired base and is removed. However, since the actual O6-meG lesion is not 

repaired, thymine is reinserted, thus facilitating the futile cycle. The continuous cycling 
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of MMR leads to the accumulation of SSBs, which eventually give rise to DSBs, though, 

the exact underlying mechanism that results in DSB formation is unclear (York and 

Modrich, 2006; Mojas, Lopes, and Jiricny, 2007; De Zio, Cianfanelli, and Cecconi, 2013; 

Fuchs et al., 2021). 

The ability of TMZ to induce DSBs was exemplified in this study by the detection of a 

dose-dependent increase in γH2Ax foci in TK6 cells (Figs. 3 and 4). Interestingly, only 

900TMZ resulted in a significant increase in foci when compared to the DMSO control, 

24 h post-exposure. In line with the observed γH2Ax response, analysis of apoptotic 

levels revealed that only 250TMZ and 900TMZ were able to significantly induce 

apoptosis 24 h post-exposure, whereas lower doses did not, when compared to DMSO 

controls (Fig. 6). As well as supporting the use of 30TMZ as a sub-lethal dose, this 

observation also alludes to the existence of DNA damage thresholds within TK6 cells. 

Traditionally, a linear no-threshold (LNT) model has been assumed regarding genotoxic 

compounds and DNA damage induction. Specifically, the linear model theorises that 

there is no lower limit to increased genotoxicity above cellular background levels, but 

rather that the amount of DNA damage increases linearly with genotoxic dose (Jenkins 

et al., 2010). Consequently, a linear relationship between DNA damage and cell fate is 

also implied. While a significant positive association was observed between γH2Ax foci 

formation and TMZ dose, and likewise, apoptosis and TMZ dose (Figs. 5 and 7), these 

associations are not apparently linear. Moreover, when assessing the average 

apoptosis levels from our dose-response curve (Fig. 6), a seemingly plateaued 

response up to 30TMZ is observed which does not fit with the LNT model. Admittedly, 

it could be argued that the disparity between the highest TMZ doses (250TMZ and 

900TMZ) caused an inherent skewness in the data distribution. However, this does not 

account for the aforementioned plateaued response. It is possible that an apoptotic cell 
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fate was yet to occur for doses of 30TMZ or lower. This has been observed in low dose 

irradiated leukaemia cells among which the apoptotic fraction did not differ significantly 

from untreated controls 24 h post-exposure, but did increase significantly 48 h post-

exposure (Xin et al., 2014). While this poses a scenario in which cell fate deteriorates 

over-time, it is also important to consider DNA damage resolution over time. This is 

demonstrated by Speidel, Helmbold, and Deppert (2006) that observed murine 

fibroblasts to undergo temporary cell cycle perturbations within 11 h following ‘low dose’ 

UV or γ-irradiation, but homeostasis was restored within 68 h following treatment. 

Contrarily, ‘high dose’ UV exposure resulted in apoptosis 24 h - 30 h post-exposure, as 

indicated by increased cleaved caspase-3 protein and sub-G1 levels, and 68 h post-

exposure most cells were apoptotic. Considering these studies, the impact of both time 

and dose shifts into focus and could be determining factors in cell fate. Another 

consideration is that at 30TMZ (or lower), resulting DNA damage lesions do not saturate 

endogenous DNA repair mechanisms, and thus the damage is tolerated, or genotoxicity 

from specific TMZ-induced lesions is yet to manifest (discussed later). Nonetheless, the 

observed plateaued response until 30TMZ either indicates DNA repair in effect, damage 

resolution, or a delay in cell fate decision making, all of which leans in favour of the 

existence of thresholds and different mechanisms that allows a differential response 

depending on the extent of DNA damage (Kaina et al., 2021). 

Notwithstanding our observations (Figs. 5 - 7), the LNT model is increasingly being 

challenged (Jenkins et al., 2010; Kaina et al., 2021). To consolidate our observations in 

context of a non-linear dose-response, we sought to determine if γH2Ax foci formation 

and apoptosis levels were correlated (Appendix B), based on the premise that if the 

LNT model held true in our experimental setup, it is reasonable to expect a linear 

relationship. Indeed, increased γH2Ax foci formation showed a significant positive 
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correlation to apoptosis levels, while decreased γH2Ax foci accumulation had a 

significant negative correlation to apoptosis levels. However, these correlations are not 

apparently linear. In fact, these correlations are more reminiscent of a polynomial 

distribution. Specifically, the initial percentage of annexin V positive cells and γH2Ax 

positive cells appears approximately stable, with a noticeable incline only apparent 

beyond 40% γH2Ax positive cells. Admittedly, the nature of this data does not lend itself 

to this type of correlation, and thus, conclusions are tentative. Nevertheless, the 

collective data may be indicative of the existence of a DNA damage threshold in TK6 

cells.  

Furthermore, the distribution of γH2Ax foci is telling. For example, despite having been 

part of the exact same cellular population and having been exposed to the same 

concentration of TMZ, individual cells did not respond unilaterally in γH2Ax foci 

accumulation (Fig. 4). Using 30TMZ-treated cells (Fig. 4B) as an example, it is 

particularly apparent in that frame of view where 40% - 50% of cells are considered 

γH2Ax negative, while others are clearly γH2Ax positive. Moreover, even among those 

that are γH2Ax positive, there are clear differences in the amount of γH2Ax 

accumulation. As cell cycles are not naturally synchronised it is plausible that the graded 

response to TMZ is contingent on cells being in different stages of the cell cycle, and 

thus, TMZ induced DNA damage may be detected sooner for some cells than others. 

Moreover, depending on the current phase a cell resides in, different DNA repair 

mechanisms may be in operation (Vindigni and Gonzalo, 2013; Chatterjee and Walker, 

2017). For example, homologous recombination is known to function during S-, and G2-

phases, but not G1, due to a requirement for sister chromatids as a repair template 

(Fugger and West, 2016). Moreover, certain BER enzymes have been reported to have 

higher activity in G1, compared to G2 of cervical cancer cells (Chaudhry, 2007). 
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Additionally, this activity was enhanced following γ-irradiation. Incidentally, the majority 

of TMZ-induced lesions are repaired by BER (Zhang, Stevens, and Bradshaw, 2012). 

Thus, it is clear how cell cycle dependent DNA repair can influence the response of TK6 

cells to TMZ. It is also tempting to speculate that an internal ‘dose-response’ occurs that 

depends on the bio-, and physicochemical interactions between TMZ and the dynamic 

cellular culture environment. A simplistic representation of this would be physical 

exposure of TK6 cells to TMZ. TK6 cells are suspension cells and thus their localisation 

in culture is dynamic and may influence the degree of TMZ exposure. For example, if 

cells settle in one area more densely than others, it stands to reason that underlying 

cells may be less exposed to TMZ. This may also bring about concentration gradients, 

altering the rate that TMZ enters certain cells. This is especially possible for TMZ as it 

does not require specialised transport machinery to enter cells, but rather enters by 

passive diffusion (Zhou and Gallo, 2009). 

To explore the possibility that time might be a critical factor in determining the cellular 

response to DNA damage, analyses were performed 4 h, 18 h, and 36 h post-exposure 

to TMZ. This provides a wide time-frame to observe any shift in cell fate or DDR protein 

dynamics, along with allowing at least two replicative cycles for TMZ-induced damage 

to manifest, as is suggested for TMZ (Quiros, Roos, and Kaina, 2010). DNA content 

analysis showed distinct changes in cell cycle distribution at 18 h and 36 h post-

exposure when comparing 30TMZ and 900TMZ. Specifically, at 18 h post-exposure, 

900TMZ-treated cells exhibited a significantly decreased G1-phase fraction as 

compared with its 30TMZ-treated counterpart. Moreover, 36 h post-exposure, 900TMZ-

treated cells had a significantly increased G1-phase fraction along with a decreased G2-

phase fraction when compared to its respective 30TMZ counterparts (Fig. 8). 

Interestingly, given the overall similar distribution between 30TMZ and 900TMZ 4 h 
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post-exposure, and 30TMZ-treated cells, 18 h post-exposure, identifies 18 h as a point 

of departure for 900TMZ-treated cells given its noticeably altered cell cycle distribution 

as compared to time-matched, 30TMZ-treated cells. However, this does not exclude the 

possibility that this departure could have initiated between 4 h - 18 h post-exposure. 

Overall, the effect of TMZ treatment on cell cycle distribution can be summarised by 

fewer cells in the G1-phase and an accumulation of cells in S-, and G2-phases. The 

ability of TMZ to induce G2/M arrest has been described (Hirose, Berger, and Pieper, 

2001; Caporali et al., 2004). For example, Caporali et al. demonstrated G2/M arrest in 

TK6 and U2OS (osteosarcoma) cells following 12.5 μM and 25 μM TMZ treatment 

respectively. Compared with our observations 36 h post-30TMZ exposure, the 

magnitude of their time-matched TK6 cell cycle perturbations after TMZ exposure 

appear less prominent. Nonetheless, a comparable pattern in cell cycle perturbations 

was observed pertaining to a decreased number of cells in G1-phase and increased S-

phase accumulation 36 h following TMZ exposure. However, there was little evidence 

of G2 accumulation. These differences are likely due to the difference in TMZ dose used 

(12.5 μM vs. 30 μM). However, U2OS cells sampled 48 h after 25 μM TMZ treatment 

showed a level of G2/M arrest comparable to our own, 36 h after 30TMZ treatment. 

Regarding the disparity in cell cycle distribution between 30TMZ-, and 900TMZ-treated 

cells, it is likely that both doses initially followed the same damage response as 

evidenced by similar cell cycle distributions 4 h post-exposure, after which the response 

kinetics for 900TMZ was more expeditious, causing the divergence in cell cycle 

distribution observed between 30TMZ and 900TMZ at 18 h post-exposure. This 

assertion is supported by the overall similarity in cell cycle distribution of 30TMZ-treated 

cells 36 h post-exposure when compared with 900TMZ-treated cells 18 h post-

exposure. Finally, 36 h post-exposure to TMZ, 900TMZ-treated cells showed a 
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significantly decreased number of cells in G2-phase when compared with 30TMZ-

treated cells. Additionally, the number of G1-phase cells among 900TMZ-treated cells 

were significantly greater when compared with 30TMZ-treated cells, however, this was 

likely a consequence of the significantly reduced cells in G2-phase. This disparity is 

possibly the result of 30TMZ preferentially causing G2/M arrest as opposed to apoptosis, 

whereas the reverse is true for 900TMZ. This is supported by the significantly greater 

proportion of apoptotic cells among 900TMZ-treated cells when compared to 30TMZ-

treated cells, 36 h post-exposure, as will be described hereafter (Fig. 9).  

Measuring the apoptotic response following TMZ exposure revealed a significantly 

greater proportion of apoptotic cells among 900TMZ-treated cells when compared to 

30TMZ-treated cells at 18 h and 36 h post-exposure (Fig. 9). Importantly, when 

comparing changes in apoptotic fractions within 30TMZ and 900TMZ groups 

respectively, no significant changes were observed between 4 h and 36 h post-exposure 

among 30TMZ-treated cells, while 900TMZ-treated cells showed as statistically 

significant increase 36 h post-exposure when compared to those 4 h post-exposure. 

This confirms that 30TMZ remains preferentially sub-lethal throughout the experimental 

time-frame, while 900TMZ becomes lethal. Note that our classification of a ‘sub-lethal’ 

dose is one that preferentially results in G2 arrest in response to TMZ, whereas a ‘lethal’ 

dose preferentially results in apoptosis. 

The underlying cause of the differential responses to apoptosis and cell cycle 

distribution between 30TMZ-, and 900TMZ-treated cells may be the result of different 

TMZ-induced adducts. Recall that TMZ causes N3-meA, N7-meG, and O6-meG 

adducts. N3-meA and N7-meG constitutes the bulk of TMZ-induced adducts but are 

rapidly repaired by BER (Zhang, Stevens, and Bradshaw, 2012), and thus, is not the 

likely cause of the observed G2/M arrest following TMZ treatment, especially not 36 h 
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post-exposure. Nonetheless, these adducts may contribute to an apoptotic cell fate in 

DNA repair defective cells, or if sufficiently high levels of adducts are present that could 

disrupt the replisome, ultimately causing DSBs (Roos and Kaina, 2013). In fact, it has 

been reported that BER intermediates drive DSB formation by interfering with replication 

(Ensminger et al., 2014). Thus, it is possible that for 900TMZ-treated cells, BER-

dependent DNA lesions is sufficiently abundant to disrupt the replisome and promote 

DSB formation, thus contributing to apoptosis. However, in most instances, O6-meG is 

considered the most genotoxic lesion (Kaina et al., 2007; Quiros, Roos, and Kaina, 

2010). This is especially true for cells, like TK6, that are deficient in MGMT (Chapman, 

Doak, and Jenkins, 2015; Lorge et al., 2016), the enzyme responsible for O6-meG repair 

(Goldmacher, Cuzick Jr, and Thilly, 1986; Kaina et al., 2007). O6-meG has been 

reported to require at least two replicative cycles for genotoxicity to manifest (Quiros, 

Roos, and Kaina, 2010). This has been attributed to the MMR-futile cycle that resolves 

the O6-meG:T mispair, however, since the lesion itself is not repaired, the O6-meG:T 

mispair reforms during the second replicative cycle post-exposure to the methylating 

agent. This futile attempt continuously produce SSBs as a DNA repair intermediate and 

causes replisome uncoupling, which can lead to replication fork collapse and 

subsequent DSB formation (De Zio, Cianfanelli, Cecconi, 2013; Li, Pearlman, and 

Hsieh, 2016). Moreover, based on observations in Chinese hamster ovarian cells (CHO-

9), apoptosis following a toxic dose (10 μM) treatment with N-methyl-N-nitro-N-

nitrosoguanidine (MNNG), that also produces O6-meG, occurs out of the G2/M-phase 

(Quiros, Roos, and Kaina, 2010). The same study also showed that MGMT-transfected 

CHO-9 cells did not result in G2/M arrest following MNNG treatment, as was observed 

for untransfected CHO-9 cells. This suggests O6-meG as the driving force for both G2/M 

arrest and apoptosis. In relation to our own findings, this implies that the G2/M arrest 
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and subsequent apoptosis observed following TMZ exposure is predominantly caused 

by O6-meG. This could explain why the level of apoptosis was significantly greater while 

the G2-phase fraction was significantly less in 900TMZ-treated cells when compared to 

30TMZ-treated cells. Specifically, it is likely that at 30TMZ the accumulating O6-meG 

lesions are much less than in 900TMZ-treated cells, in which the propensity for DSB 

formation would be higher given an excessive amount of SSBs, forming as a 

consequence of MMR futile cycling. Therefore, it is reasonable to assume that at 36 h 

post-exposure, 30TMZ-treated cells were arresting in G2/M but did not yet accumulate 

sufficient DNA damage to induce a predominantly apoptotic cell fate, whereas in 

900TMZ-treated cells, G2/M arrest already began 18 h post-exposure and rapidly 

transitioned to an apoptotic cell fate, giving rise to an apparently stifled G2/M arrest when 

compared to 30TMZ-treated cells. Interestingly, these observations suggest that TK6 

cells are able to tolerate O6-meG lesions associated with 30TMZ, despite being MGMT 

deficient, for at least 36 h post-exposure. Moreover, while our observations for 30TMZ-

treated cells are in agreement with those of Quiros, Roos, and Kaina in terms of the 

time-frame associated with O6-meG DNA damage manifestation, observations for 

900TMZ-treated cells are disparate. Specifically, the authors suggest the second 

replicative cycle to be a key node in the response to O6-meG. However, we observed a 

significant increase in apoptosis among 900TMZ-treated cells, 18 h post-exposure when 

compared with 30TMZ-treated cells. Given the replication time of TK6 cells (12-18 h), 

this would, at the latest, place these cells within the early to mid-second replicative cycle 

post-exposure to TMZ. Admittedly, the authors benefitted from using a synchronised 

cell system that would provide a more accurate timed response to genotoxic insult, 

whereas our cells were unsynchronised. 
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It is clear that TK6 cells exposed to different TMZ doses exhibit different responses. 

Thus, the question becomes, what mechanism drives this differential response to sub-

lethal and lethal TMZ doses? To address this question, the level of key DDR proteins 

were analysed (Fig. 10). DDR proteins assessed were pATR (thr1989), γH2Ax (ser139), 

pChk1 (ser345), pChk2 (thr68), and p53. Our results showed that for most comparisons 

between 900TMZ-, and 30TMZ-treated cells, 900TMZ-treated cells resulted in a 

significantly greater elevation of DDR protein levels (Table 3). This was particularly true 

at 36 h post-exposure. A similar pattern was observed at 4 h and 18 h post-exposure, 

except for γH2Ax (4 h) and pChk2 (18 h) that were not significantly different when 

comparing 30TMZ-, and 900TMZ-treated cells. These observations are supported by 

that of Eich et al. (2013) that predominantly ascribes the effects of TMZ on cell fate to 

ATR-γH2Ax-Chk1 signalling in glioblastoma and melanoma cell lines. Our results 

extend these observations to TK6 cells and provides insight into earlier DDR kinetics (4 

h, 18 h, 36 h) at both sub-lethal (30TMZ) and lethal (900TMZ) doses, as their 

observations were typically 48 h (and beyond) post-exposure to 100 μM TMZ. Moreover, 

the authors determined γH2Ax foci formation to be ATR-dependent based on 

observations made 48 h following 1 μM TMZ exposure in glioblastoma cells in which 

ATM or ATR was selectively knocked down. While this might have been appropriate for 

their experimental setting, our findings provide a direct time-, and dose-matched 

comparison of γH2Ax levels in the context of ATR signalling. Interestingly, while the 

processing of O6-meG adducts into DSBs have been reported to require two replicative 

cycles, presumably to allow sufficient time for MMR futile cycling to precipitate O6-

meG:T mispairs to DSBs (Kaina, Margison, and Christmann, 2010; Quiros, Roos, and 

Kaina, 2010), we observed a significant increase in γH2Ax among 900TMZ-treated cells 

when compared to 30TMZ-treated cells, 18 h post-exposure, at which time, TK6 cells 
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are unlikely to have progressed beyond the mid-second replicative cycle. This calls into 

question the previously proposed two replication cycle requirement, and perhaps even 

the involvement of MMR in TMZ induced genotoxicity, at least at this early time-point. 

Admittedly, γH2Ax accumulation was more pronounced at the later time-point (36 h), 

though, the question remains, if not by MMR futile cycling, what causes early γH2Ax 

accumulation? One possible explanation is that the initial N7-meG and N3-meA lesions 

formed are sufficiently abundant in 900TMZ-treated cells, and this floods the DNA repair 

system causing considerable accumulation of SSBs as a by-product of BER. 

Consequently, this could progress to DSB formation (Caldecott, 2003; Ensminger et al., 

2014). It is not unreasonable to expect that such an increase in DSBs would correspond 

with an increase in apoptosis. Indeed, the level of apoptosis among 900TMZ-treated 

cells were significantly increased when compared with 30TMZ-treated cells 18 h post-

exposure.  

While our observations support other studies that identify ATR signalling as a key DDR 

component of alkylating agent-induced DNA damage (Quiros, Roos, and Kaina, 2010; 

Noonan et al., 2012; Ito et al., 2013), it is curious that pChk2 appears to have a 

subordinate role compared to pChk1. This assertion is based not only on the fact that 

pChk1 was consistently significantly elevated among 900TMZ-treated cells, whereas for 

pChk2, this was only true at 4 h and 36 h post-exposure as compared to 30TMZ-treated 

cells; but also, on the difference in order of magnitude between pChk1 and pChk2 levels 

that clearly favours pChk1 as the dominant signal transducer. This was particularly 

apparent 36 h post-exposure among 900TMZ-treated cells (Fig. 10). On one hand, 

these results could imply that pChk2 is not a critical component in effecting different 

TMZ-induced cell fates, at least not to the same extent as pChk1. On the other hand, it 

is possible that pChk2 might be a more kinetically active signal transducer than pChk1 
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and does not require the same level as pChk1. Alternatively, pChk1 and pChk2 may 

function in a tissue-specific manner. It has recently been shown that Chk1 is more active 

in primary lung cells than breast cells, whereas the reverse was true for Chk2 (van 

Jaarsveld et al., 2020). Thus, it is possible that pChk1 may be more functionally active 

and have a greater involvement than pChk2 in effecting cell fates in TK6 cells. Analysis 

of apoptotic levels supports the latter assertion as 900TMZ-treated cells showed 

significantly increased levels of apoptosis compared to 30TMZ-treated cells at both 18 

h and 36 h post-exposure. Consequently, if pChk2 contributed toward this cell fate, it is 

not unreasonable to expect a proportional elevation in its levels at both these time-

points, as opposed to only 36 h, as was observed for all other proteins measured (Fig. 

10; Table 3). Taken together, these observations partly contrast those of Noonan et al. 

(2012) that demonstrated Chk1 and Chk2 to have comparable kinetics in TK6 cells in 

response to 0.1 μg/mL MNNG (high dose) or 0.01 μg/mL MNNG (low dose). Specifically, 

the magnitude of increasing Chk2 kinase activity between 20 h - 36 h post-exposure 

was similar to that observed for pChk1 (ser317) when comparing high or low dose 

MNNG-treated cells, respectively. Collectively, this suggests a dose-, and time-

dependent role for Chk2 that may be equipotent to Chk1 in response to MNNG, a role 

that cannot be reconciled with our observations, especially among 900TMZ-treated 

cells, using a similar acting alkylating agent, TMZ. Given the overall similarity in the 

adduct spectrum caused by TMZ and MNNG and considering that both rely on O6-meG 

as the main genotoxic lesion, these are unlikely sources of the observed differences 

(Wyatt and Pittman, 2006; Klapacz et al., 2016; Strobel et al., 2019). Therefore, drug 

dose might underpin these differences. Specifically, it is tempting to speculate that 

unlike the observations by Noonan et al., the activity of pChk1 far exceeded that of 

pChk2 among 900TMZ-treated cells because this dose surpasses a stochastic 
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threshold that favours ATR over ATM signalling. Consequently, this might explain the 

predominant kinetics of pChk1 when compared to pChk2, as ATR preferentially 

activates Chk1 (Rundle et al., 2017). This is plausible given that MMR, which is known 

to function in response to O6-meG, results in ATR-Chk1 activation (Yoshioka, Yoshioka, 

and Hsieh, 2006; Gupta et al., 2018). Furthermore, as Chk1 shares multiple 

downstream targets with Chk2, it is not unreasonable to assume functional redundance 

of Chk2 in this context, thus negating its activation (Bartek and Lukas, 2003). It is also 

worth considering that, although not to the same extent as pChk1, pChk2 levels were 

significantly increased 4 h and 36 h post-900TMZ exposure as compared with 30TMZ-

treated cells. Thus, considering that pChk1 may be the dominant signal transducer in 

TK6 cells, and that pChk2 may be functionally redundant in this context, it is possible 

that this pChk2 elevation is a ‘spill over’ effect stemming from ATR activity, rather than 

directed functional activation, as ATR has been shown to phosphorylate Chk2 

(Matsuoka et al., 2000; Wang et al., 2006). However, as the cumulative effect of different 

TMZ and MNNG doses used in our study and that of Noonan et al., respectively, cannot 

be compared directly, these suggestions remain speculative.  

The importance of pChk1 activation is highlighted by Ito et al. (2013), suggesting pChk1 

as an initial responder to TMZ-induced DNA damage. Specifically, the authors ascribe 

an early (3 h post-TMZ exposure) response by pChk1 to N3-meA and N7-meG lesions 

following glioblastoma cell exposure to 100 μM TMZ. Similarly, our observations show 

a 1.8-fold (30TMZ) and 6.1-fold (900TMZ) increase in pChk1 compared with DMSO 

controls, 4 h post-exposure. However, it should be noted that the authors relied on a 3 

h treatment regime, whereas our TMZ exposures were only 1 h. The extended treatment 

time seems counterintuitive as TMZ only has a half-life of 1.8 h (Wesolowski, Rajdev, 

and Mukherji, 2010). Thus, the observations by Ito et al. would amount to 5 h post-
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exposure, in context of our study. Therefore, combined with our usage of a sub-lethal 

dose (30TMZ), and observations as early as 4 h post-exposure, our findings emphasise 

the importance of pChk1 in response to TMZ and informs an earlier time-point, in TK6 

cells. Nonetheless, the authors allude to N3-meA and N7-meG adducts being the pChk1 

activating event, whereas O6-meG sustains it. It is tempting to speculate that this adduct 

relay is what underpins the differential DDR observed between 30TMZ and 900TMZ. 

Specifically, the cumulative N3-meA and N7-meG burden among 900TMZ-treated cells 

likely exceeds that of 30TMZ-treated cells and would explain why lethally-treated TK6 

cells showed elevated DDR kinetics at early time-points. Moreover, the overall O6-meG 

burden among 900TMZ-treated cells also likely exceeds that of 30TMZ-treated cells, 

thus explaining the sustained and progressive DDR activation among 900TMZ-treated 

cells that exceeded that of 30TMZ-treated cells. 

Given that p53 is stabilised by PTMs facilitated by upstream DDR kinases such as ATR, 

Chk1, and Chk2, it is not unexpected that the levels of p53 was significantly increased 

at every time-point among 900TMZ-treated cells, when compared to 30TMZ-treated 

cells. Notwithstanding the similar pattern of activation that can be followed from pATR- 

γH2Ax-pChk1-p53, the importance of p53 in response to TMZ has been described 

(Gupta, Sathishkumar, and Ahmed, 2010; Blough et al., 2011; He and Kaina, 2019). 

Specifically, both cell cycle arrest and apoptotic eventualities observed following TMZ 

exposure would, at least partly, be regulated by the transcriptional activities of p53 that 

effects these cell fates. For example, Gupta, Sathishkumar, and Ahmed (2010) 

demonstrated a stark reduction in apoptosis among p53 siRNA transfected pancreatic 

cancer cells 48 h post-exposure to 500 µM TMZ treatment.  

Collectively, this chapter identifies 30TMZ and 900TMZ as sub-lethal and lethal doses, 

capable of preferentially inducing cell cycle arrest and apoptosis, respectively, within 36 
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h post-exposure. While these eventualities only became apparent 18 h post-exposure 

(depending on the dose), the DDR protein signalling that preceded it was evident from 

4 h post-exposure. Specifically, intensity of pATR-γH2Ax-pChk1-p53 signalling appears 

to drive the differential response observed for 30TMZ and 900TMZ. However, it is not 

clear if/how this pathway facilitates cell fate to selectively diverge into cell cycle arrest 

or apoptosis, nor is it clear if the pathway itself is modulated by apical DNA damage 

responsive molecules to effect cell fate.
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2.1. Introduction 

2.1.1. Overview 

DDR protein interactions are physiologically complex and often convoluted by 

multifaceted cross-talk and/or ambivalent functions. The extensive cross-talk between 

DDR proteins emphasise the importance of understanding the dynamics of their 

regulation, as the regulation of specific proteins may influence other, seemingly 

functionally distinct proteins. In this regard, miRNAs may provide some insight. MiRNAs 

are small (≈ 20 nucleotides) non-coding RNA sequences that are known to function as 

regulators of gene expression (Ling, Fabbri, and Calin, 2013; Wang and Taniguchi, 

2013). Specifically, miRNAs naturally exist to inhibit gene expression, and can be 

transcribed from its target mRNA as a natural antagonist (Gao et al. 2012; Wang and 

Taniguchi, 2013). For example, miR-338-3p has been demonstrated to inhibit its host 

gene, apoptosis-associated tyrosine kinase (AATK) in rat neuroblastoma cells (Kos et 

al., 2012). Thus, miRNAs are fitting candidates as potential molecular arbiters of a tightly 

regulated DDR, and cell fate. 

2.1.2. MiRNA biogenesis 

MiRNAs are embedded throughout the genome and can be intronic or intergenic. While 

intronic miRNAs are part of the intron portion of its host gene, and thus co-transcribed 

with it, intergenic miRNAs can be regarded ‘independent’ transcripts with its own 

promotor region (Hu and Gatti, 2011). MiRNAs are predominantly transcribed by RNA 

polymerase II (Lee et al., 2004), forming primary miRNA (pri-miRNA). The unique 

hairpin structure of pri-miRNA allows recognition by a microprocessor complex that 

cleaves pri-miRNA to form precursor miRNA (pre-miRNA). Main components of the 

microprocessor complex are the ribonuclease, DROSHA and its RNA-binding partner, 
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PASHA (Denli et al., 2004). Together, these can interact with, and cleave, pri-miRNA to 

pre-miRNA (Denli et al., 2004). Pre-miRNAs are transported from the nucleus to the 

cytoplasm by EXPORTIN-5 (XPO5). In the cytoplasm, pre-miRNA is further cleaved by 

another ribonuclease, DICER, to an ≈ 20 nucleotide duplex. This constitutes the mature 

miRNA that becomes integrated into the RNA-induced silencing complex (RISC). 

However, only one strand of the miRNA duplex becomes integrated (guide strand), 

while the other is digested (passenger strand). In its simplest form, RISC consists of 

mature miRNA and argonaute proteins (AGO) (Pratt and MacRae, 2009). Integrated 

miRNA is protected from digestion by AGO proteins and serves as a guide strand to 

seek out mRNA with complementarity to its 5’ ‘seed sequence’ to facilitate translational 

inhibition or degradation (Feng et al. 2011; Hu and Gatti, 2011; Hermeking, 2012). The 

type of mRNA regulation is contingent on the degree of complementarity between the 

miRNA seed sequence and its target mRNA. While exact complementarity can result in 

AGO-mediated mRNA cleavage, partial complementarity is subject to translational 

inhibition (Höck and Meister, 2008) (Fig. 11). In this way, miRNAs can regulate gene 

expression either negatively, as previously mentioned, or positively, by inhibiting other 

inhibitors. 
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Figure 11. Overview of miRNA biogenesis.  

MiRNAs can be intronic or intergenic and is predominantly transcribed by RNA 
polymerase II into pri-miRNA. DROSHA and PASHA recognises the hairpin structure of 
pri-miRNA and cleaves it into pre-miRNA which is transported into the cytoplasm by 
XPO5. In the cytoplasm, DICER cleaves pre-miRNA to produce mature miRNA that can 
integrate with AGO proteins, ultimately forming a RISC capable of translational inhibition 
or mRNA degradation, depending on the degree of miRNA sequence complementarity 
with its target mRNA. Note: Image taken from Visser and Thomas (2021) and used with 
permission. Created on license from BioRender.com. 
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Considering the gene regulatory role of miRNAs, the importance of any entity capable 

of miRNA regulation cannot be overstated. In this context, DDR proteins are known to 

influence miRNA biogenesis. For example, ATM can induce biogenesis of multiple 

miRNAs (e.g., miR-16) in a KH-type splicing regulatory protein (KSRP)-dependent 

manner (Zhang et al., 2011). KSRP is a splicing regulatory protein (Min et al., 1997) that 

regulates the biogenesis of a subset of KSRP-dependent miRNAs (Trabucchi et al., 

2009; Zhang et al., 2011). As described by Trabucchi et al. (2009), KSRP forms part of 

both DROSHA and DICER microprocessor complexes and enhances miRNA 

biogenesis. Mechanistically, KSRP promotes mature miRNA synthesis through high 

affinity binding to a terminal loop in pre-miRNA sequences. However, whether this is 

also its pri-miRNA binding mechanism to promote pre-miRNA synthesis was less clear. 

Nonetheless, KSRP depletion did impair pre-miRNA synthesis thus implicating KSRP 

in pri-miRNA processing. Zhang et al. (2011) provides insight regarding KSRP-mediated 

pri-miRNA processing, suggesting it to be contingent on ATM-dependent 

phosphorylation. This PTM improves KSRP-pri-miRNA interaction, and subsequent 

maturation. Breast cancer 1 (BRCA1) has also been reported to promote miRNA 

biogenesis (Kawai and Amano, 2012). Specifically, BRCA1 can directly interact with 

DROSHA and RNA binding protein, DDX5, to facilitate pri-miRNA processing. 

Moreover, BRCA1 can also directly interact with the stem-loop structure of pri-miRNAs 

via its DNA binding domain. Ultimately, BRCA1 is capable of promoting the expression 

of several miRNAs including let-7a and miR-16 (Kawai and Amano, 2012). Interestingly, 

these were among the miRNAs that showed pronounced reduction (40% – 70%) upon 

KSRP knock-down in the study by Trabucchi et al. Therefore, considering that KSRP-

mediated pri-miRNA processing is ATM-dependent, and that BRCA1 is a substrate for 

ATM (Gatei et al., 2000), the importance of ATM as a core regulator of, at least, a subset 
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of miRNAs is evident. While this is one example of miRNA biogenesis in the context of 

the DDR, it is reasonable to assume that other DDR proteins, especially those capable 

of transcriptional regulation, can influence miRNA biogenesis to facilitate specific cell 

fates. 

2.1.3. MiRNAs and DNA damage sensing 

To maintain DNA integrity, DNA damage is efficiently detected by DNA damage 

sensors; MRN complex (Syed and Tainer, 2018), RPA-ATRIP, XRCC6/5, and their 

respective partners: ATM, ATR, and DNA-PK (Chapter 1; Roos, Thomas, and Kaina, 

2016; Menolfi and Zha, 2020). Detection, in turn, brings forth a rapid DDR. However, it 

is important to recognise that the DDR is not limited to linear cascade activation. Rather, 

several DDR proteins can elicit, necessarily, multiple reactions and is reliant on 

functional interplay. For example, ATM facilitates recruitment of the MRN complex to 

DSB sites, which in turn promotes further recruitment of ATM (Wang et al., 2014a; Syed 

and Tainer, 2018). Additionally, ATM phosphorylates the histone H2A, forming γH2Ax 

foci at DSB sites, which facilitates DNA repair protein recruitment (Stiff et al., 2004; 

Podhorecka, Skladanowski, Bozko, 2010).  

The molecular highway that is the DDR is clearly complex, yet, often narrowly viewed 

in the context of protein dynamics. However, miRNAs can influence the DDR. For 

example, Espinosa-Diez et al. (2018) demonstrated miR-494 upregulation within 1 h 

following γ-irradiation. This led to MRN complex inhibition in human endothelial cells, 

promoting a senescent phenotype. In this instance, it is reasonable to assume that MRN 

inhibition can have knock-on effects given its role in ATM recruitment to DSBs. By 

extension, this can influence γH2Ax formation. Thus, if γH2Ax formation happened to 

be the focus of research, but failed to form at DSBs, it may be, mistakenly, assumed 
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that ATM is defective. However, in this case, miR-494-mediated inhibition of the MRN 

complex impeded γH2Ax formation.  

Other damage sensing proteins are also subject to miRNA regulation. For example, X-

ray repair cross-complementing protein (XRCC5), which is a component of the DNA-PK 

binding partner heterodimer, XRCC6/5 (Hanakahi and West, 2002), is a direct target of 

miR-526b, and its repression can promote cell cycle arrest and apoptosis in transfected 

lung cancer cells (Zhang et al., 2014a). Furthermore, Hu et al. (2010) demonstrated that 

miR-421 transfected cervical carcinoma cells exhibit a phenotype reminiscent of ataxia 

telangiectasia, indicated by ATM downregulation and diminished S-phase arrest and 

cell survival following irradiation. Moreover, miR-421 expression seems to be driven by 

the expression of N-Myc, an oncogenic transcription factor (Beltran, 2014). 

Mechanistically, the authors suggest N-Myc to upregulate miR-421, which in turn inhibits 

ATM at its 3’ UTR. The authors tested their model in neuroblastoma cells with varying 

endogenous N-Myc levels, and indeed, an inverse relationship was observed between 

ATM and N-Myc expression, whereas a positive relationship was observed between N-

Myc and miR-421. Similarly, Liao et al. (2015) demonstrated that miR-383 suppresses 

ATR expression by targeting its 3’ UTR in epidermoid carcinoma cells. However, signal 

transducer and activator of transcription (STAT3) was demonstrated to rescue ATR 

expression by antagonising the miR-383 promotor. Another example is described by 

Wang et al. (2013) that demonstrated miR-185 to inhibit ATR in transfected renal 

carcinoma cells, promoting an apoptotic phenotype in response to irradiation. 

It is clear that miRNAs feature in the negative regulation of upstream DDR activity. 

However, this regulation is not always suppressive, and can promote expression. For 

example, miR-15b can upregulate phosphorylated ATM (pATM) levels in lung epithelial 

cells 24 h after IR-induced DNA damage, by targeting WIP1 (Rahman et al., 2014). 
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Although the authors only reported increased pATM protein expression 24 h after IR, it 

is likely to have occurred much earlier as miR-15b levels peaked 2 h after IR. Moreover, 

γH2Ax and p53 (ser15) levels were also elevated in miR-15b expressing cells 2 h after 

IR, as compared to non-miR-15b expressing controls. Interestingly, the effect of miR-

15b on pATM was dependent on IR, suggesting miR-15b to augment, or be augmented 

by other DNA damage responsive proteins.  

2.1.4. MiRNAs and DNA damage response transducers 

As discussed in Chapter 1, typical transducers of the DDR, and downstream targets of 

the ATM/ATR pathway, include Chk1/2 (Bartek and Lukas, 2003). Though these are by 

no means the only DDR transducers, they do represent those most extensively 

researched. Yet, literature linking miRNAs to Chk1, and particularly Chk2 is limited. 

Nevertheless, Xie et al. (2014) demonstrated miR-497 to negatively regulate Chk1 

levels in hepatocellular carcinoma patient samples, owing to an 8-mer complementarity 

at the 3’ UTR of Chk1 mRNA. Similarly, Liu et al. (2015) showed Chk1 repression by 

miR-195 in transfected non-small cell carcinomas (NSCLC), in vitro. Adding validity to 

this observation, the authors analysed clinical data from the Cancer Genome Atlas and 

found a significant negative correlation between miR-195 and Chk1 expression among 

NSCLC patients. Lezina et al. (2013) also demonstrated Chk1 repression in miR-16 and 

miR-26a transfected lung adenocarcinomas, in vitro. The authors suggested miR-16 

and miR-26a to be post-transcriptionally and transcriptionally regulated, respectively, by 

p53 in response to sub-lethal doxorubicin (dox) treatment (0.5 µM) (Yang, Kemp, and 

Henikoff, 2015; Cheng et al., 2017). Therefore, these miRNAs may function specifically 

in a genotoxicological context, as p53 is stabilised during genotoxicity (Chapter 1). 

These miRNAs were further identified to target WEE1, promoting an apoptotic 

phenotype (Duan et al., 2018). However, while both are able to inhibit Chk1, miR-26a 
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seems to act predominantly in a synergistic capacity with miR-16 to inhibit WEE1. While 

miRNAs can directly inhibit their targets, indirect inhibition is also possible. For example, 

miR-126 can promote apoptosis, in vitro, by inhibiting polo-like kinase (PLK-4). 

Promotion of apoptosis results from disruption of the novel interaction between PLK-4 

and ATR, thus impairing the ATR-Chk1 cascade (Bao et al., 2018). The authors allude 

to the promoted apoptosis being a consequence of impaired DNA repair, which is a 

logical conclusion, as inhibition of ATR (given its role in SSB repair) would promote SSB 

to DSB progression, which is among the most lethal forms of DNA damage (De Zio, 

Cianfanelli, Cecconi, 2013).  

Chk2 is a target of miR-182-5p in transfected embryonic kidney and breast cancer cells, 

in vitro (Krishnan et al., 2013). The authors confirmed binding sites for miR-182-5p in 

Chk2 mRNA, implying direct inhibition. Inhibition of Chk2 propagated an impaired HRR 

phenotype, as Chk2 positively regulates BRCA1, which promotes HRR (Zhang et al., 

2004; Hu et al., 2014). Moreover, while this was not addressed by the authors, inhibition 

may also be indirect. Among the network of putative miR-182-5p targets (e.g., RAD17 

and p53 binding protein, p53BP1), some are capable of interfering with Chk1/2 

activation. For example, RAD17 was significantly inhibited by miR-182-5p and is an 

important facilitator of the ATR-Chk1 cascade (Shiotani et al., 2013). Furthermore, 

p53BP1 is a known substrate of ATM and important for Chk2 activation (Irene et al., 

2003; Perona et al., 2008; Lee et al., 2010). When checkpoint kinases are inhibited, an 

expected outcome is decreased cyclin-dependent kinase inhibitors (CKIs) and 

increased cyclins (regulatory proteins that promote cell cycle progression), as the cell 

cycle would now favour proliferation, rather than arrest. This is, in part, because 

checkpoint kinases are upstream activators of p53 that function, initially, to arrest the 

cell cycle through CKI (e.g., p21) upregulation (Sullivan et al., 2018). CKIs can be 
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classified as two families, INK (p15, 16, 18, and 19) and CIP/KIP (p21, 27, 57). While 

INK CKIs target CDK4/6 to disrupt interaction with its partnering cyclin D, CIP/KIP CKIs 

target the cyclin-Cdk dimers forming between cyclins D, E, and A and their respective 

Cdks. Ultimately, the net effect of either INK or CIP/KIP CKIs is a disabled kinase activity 

of cyclin-Cdk dimers, thus preventing cell cycle progression (Karimian, Ahmadi, and 

Yousefi, 2016; Abbastabar et al., 2018). Huang et al. (2015a) demonstrates this in miR-

191 transfected osteosarcoma cells causing direct Chk2 inhibition, which caused a 

subsequent p21 and p27 downregulation, and concomitant upregulation of several 

cyclins, thereby promoting proliferation. 

2.1.5. MiRNAs and DDR mediators 

2.1.5.1. MiRNAs and p53 

Perhaps the most widely researched DDR mediator, and tumour suppressor, is p53 

(Helton and Chen, 2007; Zhang, Liu, and Wang, 2011; Williams and Schumacher, 

2016). Through transactivation or repression, p53 regulates several genes regulating 

cell cycle arrest, DNA repair, and apoptosis (Chapter 1; Helton and Chen, 2007; 

Williams and Schumacher, 2016). As previously discussed, during basal conditions p53 

is maintained at low levels by MDM2, but upon DNA damage, p53 phosphorylation 

disrupts the p53-MDM2 interaction (Chapter 1). However, less is known about the 

regulation of MDM2 itself. A comprehensive in silico study by Moore et al. (2015) 

suggests several feedback loops, orchestrated by p53 that hinders the p53-MDM2 

interaction. P53 is suggested to induce transcription of miR-192, miR-34a, and miR-29a 

that either directly or indirectly inhibits MDM2. While miR-192 targets MDM2 directly, 

miR-34a inhibits transcription factor Yin Yang 1 (YY1) that upregulates MDM2. 

Incidentally, YY1 is also a direct target of miR-7-5p in glioblastoma multiforme cells (Jia 
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et al., 2019a). Similarly, miR-29a targets WIP1, a phosphatase that dephosphorylates 

MDM2 at ser395, thereby stabilising it and improving p53-MDM2 interaction (Lu et al., 

2008). In the context of oncogenesis, excessive inhibition of WIP1 may elicit a bifurcated 

cell fate. WIP1 has been demonstrated to ‘switch off’ the DDR by dephosphorylating 

ATM and p53 (Macurek et al., 2013). Thus, WIP1 inhibition can result in an aberrantly 

sustained DDR, prohibiting cell cycle progression, and likely facilitate excessive 

apoptosis. By the same token, a sustained DDR may benefit oncogenesis by promoting 

DNA repair, which undermines the desired effect of many chemotherapeutic strategies. 

Bearing in mind that p53 also induces MDM2 as a form of negative regulation (Moll and 

Petrenko, 2003), it can be said that p53 facilitates a network of negative and positive 

feedback loops that are believed to manifest as p53 pulsation. In response to DNA 

damage, the levels of p53 increase, generating pulses which is hypothesised to direct 

cell fate (Chen et al., 2013a). It has been suggested that mild to moderate DNA damage 

stimulates a series of p53 pulses in an attempt to repair, rather than kill the cell. This is 

suggested to be achieved by the pulsing of p53, causing gradual DDR protein 

accumulation (prompting cell cycle arrest and DNA repair), rather than one potent p53 

pulse that would cause rapid DDR protein (and by extension pro-apoptotic proteins) 

accumulation when extensive and/or sustained DNA damage occurs (Chen et al., 

2013a). While this notion has gained much attention, Moore et al. relied solely on the 

presence or absence of these p53 oscillations in breast cancer cells with drug-induced 

DSBs as biological validation of their proposed p53-miRNA-MDM2 network. Indeed, it 

does support their in silico model, however, it does leave the possible presence of 

additional intermediary proteins, or the involvement of other miRNAs that may result in, 

or contribute to, p53 pulsation, an open question. For example, miR-194, miR-215 
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(Pichiorri et al., 2010), and miR-605 (Xiao et al., 2011) have all been shown to disrupt 

p53-MDM2 interaction.  

Rahman et al. (2014) observed decreased MDM2 and increased p53 (ser15) 

phosphorylation in miR-15b/16-2 transfected human bronchial epithelial cells (HBEC) 

following irradiation. These observations were attributed to possible WIP1 inhibition by 

miR-15b, along with augmentation of the ATM-Chk1-p53 cascade. Taken together, the 

study suggests a pro-survival role for miR-15b as the survival fraction was increased in 

miR-15b transfected HBEC cells following irradiation. This may be related to the IR dose 

used (4 Gy), which may be considered sub-lethal based on the findings of Ifeadi and 

Garnett-Benson (2012) that described doses < 10 Gy as sub-lethal in colorectal cancer 

cells. MiR-15b/16-2 transfected cells demonstrated, among others, increased levels of 

pATM, pChk1, and p53 (ser15) in response to IR, compared to non-transfected cells. 

This suggests an active DDR, and while seemingly counterintuitive to a survival 

outcome, it is possible that the DDR is predominantly geared towards arrest and repair 

rather than apoptosis. This is supported by four observations: 1) the percentage of 

RAD51 positive cells were significantly greater for miR-15b/16-2 transfected cells after 

5 h of IR compared to non-transfected cells. RAD51 is a core HRR protein (Li and Heyer, 

2008), 2) miR-15b/16-2 transfected cells exhibit greater G2/M arrest fractions after IR, 

3) the authors only reported upregulated p53 (ser15), which is proposed to promote 

arrest/repair functions rather than cell death, whereas p53 (ser46) would have been 

more suggestive of an apoptotic phenotype (discussed hereafter), 4) miR-15b/16-2 

transfected cells exhibited an increased overall survival fraction following IR. Admittedly, 

increased levels of cleaved poly (ADP-ribose) polymerase (PARP1) and BID (indicators 

of apoptosis, discussed in 2.1.7 and Chapter 3) were also reported, though this is not 

unexpected as some cells are still expected to undergo apoptosis if DNA damage 
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exceeds the capabilities of DNA repair machinery. Interestingly, the authors did not 

report on Chk2, which is the primary downstream target of ATM, while Chk1 is typically 

a substrate for ATR. However, the authors did comment on RAD51 (functions in DSB 

repair) (Krejci et al., 2012) and γH2Ax (indicator of DSB) (De Zio, Cianfanelli, Cecconi, 

2013) induction by miR-15b/16-2. Thus, it would be interesting to include pChk2 

expression studies, as ATM-Chk2-p53 activation typically follows IR and subsequent 

DSBs (Chapter 1). Admittedly, this mutually exclusive allocation of ATM-Chk2 and 

ATR-Chk1 pathways is deprecated as functional interplay occurs between them, as 

previously mentioned (Chapter 1). Nonetheless, the inclusion of Chk2 is warranted as 

it is a fundamental component of the DDR. 

2.1.5.2. MiRNAs and p53 PTM 

As with several DDR proteins, PTMs such as phosphorylation and acetylation are critical 

for complete p53 functionality (Loughery et al., 2014; Roos, Thomas, and Kaina, 2016). 

Recall (Chapter 1), p53 executes different functions based on the number and position 

of phosphorylations (Jabbur, Huang, and Zhang, 2000; Mayo et al., 2005; Smeenk et 

al., 2011; Loughery et al., 2014; Roos, Thomas, and Kaina, 2016). Importantly, p53 

(ser46) is clearly implicated in apoptosis, and while the exact kinase(s) responsible for 

this PTM remains uncertain, mounting evidence implicate ATM, DYRK2, p38, and 

HIPK2 (Perfettini et al., 2005; Taira et al., 2007; Kodama et al., 2010; He et al., 2019; 

Liebl and Hofmann, 2019). Consequently, the mechanism(s) involved in regulating 

these kinases are potentially key determinants of cell fate. Interestingly, each of these 

kinases are reported to be repressed by miRNAs. In addition to miR-421-mediated 

inhibition of ATM (previously discussed), DYRK2 is a direct target of miR-622 in 

transfected colorectal cancer cells (Wang et al., 2017). Similarly, miR-499 has been 

reported to directly target DYRK2 in rat cardiomyocytes (Wang et al., 2014b). Moreover, 
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miR-124 was shown to directly inhibit p38 in transfected murine microglial cells (Yao et 

al., 2019). Furthermore, miR-141 has been shown to directly target HIPK2 in transfected 

human kidney cells (Huang et al., 2015b). Finally, HIPK2 has also been shown to be a 

direct target of miR-222-3p in transfected gastric cancer cells. Perhaps not surprisingly, 

ectopic expression of miR-222-3p in these cells significantly diminished apoptosis, 

exemplifying the overall potential of miRNAs to determine cell fate (Tan et al., 2017). 

While these observations implicate miRNAs as potential influencers of p53 

phosphorylation, consideration must also be given to other PTMs that influence p53 

activity. Recall, p53 acetylation is fundamental to its stability and function (Tang et al., 

2008; Loewer et al., 2010; Yun et al., 2016). Therefore, the regulation of deacetylases 

(e.g., SIRT1) are important determinants of p53-dependent cell fates. SIRT1 is a target 

of miR-449 and miR-34a (Lizé, Pilarski, and Dobbelstein, 2009). MiR-449 is upregulated 

by E2F1, a family member of cell cycle promoting transcription factors. Interestingly, 

E2F1 is DNA damage responsive, resulting in its stabilisation and shifts to pro-apoptotic 

tendencies (Biswas and Johnson, 2012). In particular, E2F1 can directly upregulate p73 

(p53 related protein) via its promotor to induce apoptosis, as demonstrated by Stiewe 

and Pützer (2001) that used modified osteosarcoma cells expressing a drug-inducible 

E2F1 transcript to induce p73 expression. MiR-449 induction may add to the pro-

apoptotic capability of E2F1 as its substrate, SIRT1, hinders p53 activity (Chapter 1). 

Importantly, p53 acetylation is central to both its arrest/repair and apoptotic functions. 

Thus, the outcome of SIRT1 inhibition on cell fate would depend on the presence and 

severity of DNA damage. Similarly, miR-34a targets SIRT1 and is proposed to be 

directly induced by p53 (Moore et al., 2015). This makes sense, as literature prominently 

implicates miR-34a as pro-apoptotic (Chang et al., 2007; Rokhlin et al., 2008; Kato et 

al., 2009; Jia et al., 2019b). MiR-506-3p is also reported to directly target SIRT1 and 
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promote apoptosis in miR-506-3p transfected ovarian cancer cells (Xia et al., 2020). 

However, this was attributed to a SIRT1-AKT-forkhead box-protein (FOXO3a) axis 

where SIRT1 would activate AKT (pro-survival protein), which in turn inhibits FOXO3a 

(a tumour suppressor protein) (Santo et al., 2013; Xia et al., 2020). Among others, 

FOXO3a can promote apoptosis indirectly by facilitating the repression of anti-apoptotic 

protein, B-cell lymphoma extra-large (Bcl-xL) (Burgering and Medema, 2003), or directly 

by transactivating the pro-apoptotic protein, BIM (Sanphui and Biswas, 2013). Thus, 

miR-506-3p is capable of liberating the tumour suppressive activity of FOXO3a by 

targeting SIRT1. Taken together, miRNA mediated inhibition of SIRT1 may play a 

fundamental role in facilitating both cell survival and apoptosis. 

Another PTM of p53 is methylation. Recall that, like phosphorylation and acetylation, 

methylation also influences p53 activity (Shi et al., 2007; Zhu et al., 2016). Therefore, 

the regulation of HMTs, such as SET8, demonstrated to target p53 (Shi et al., 2007; 

Zhu et al., 2016) has important implications for cell fate determination. Incidentally, Yu 

et al. (2013) demonstrated miR-7 to inhibit SET8 in transfected breast cancer cells. 

Moreover, ectopic expression of miR-7 caused apoptosis and increased breast cancer 

cell susceptibility to chemotherapeutic drugs, VP-16 and camptothecin. This suggests 

miRNAs can potentially be used to promote apoptosis by liberating the pro-apoptotic 

transcriptional activity of p53 from inhibitory methylation, by HMTs. 

2.1.5.3. p53-mediated miRNA expression 

Clearly, PTM of p53 is imperitive to its role in the DDR, and specifically its transcriptional 

activity. These p53 PTMs have largely been explored in context of p53 stabilisation and 

transactivation of DDR genes. However, it is likely that DDR-responsive miRNAs form 

part of the transcriptional and/or post-transcriptional repertoire of p53. In fact, p53 has 



74 
 

been reported to directly transactivate miR-34a by binding to its promotor (Tarasov et 

al., 2007). Moreover, miR-34a transfection resulted in G1/S arrest and apoptosis in 

osteosarcoma and NSCLC cells respectively. Furthermore, Nakazawa, Dashzeveg, and 

Yoshida (2014) proposed miR-1915 to be DNA damage responsive by virtue of p53-

mediated pri-miR-1915 to pre-miR-1915 processing, and ultimately facilitating apoptosis 

by targeting Bcl-2. Additionally, p53 transactivates miR-22 by directly interacting with its 

host gene C17orf91 in response to DNA damage (Tsuchiya et al., 2011). MiR-22 was 

also shown to facilitate p21 repression, thereby sensitising transfected colorectal cancer 

cells to apoptosis in response to dox (Tsuchiya et al., 2011). These examples firmly 

point to a p53-mediated regulation of miRNA expression in response to DNA damage. 

2.1.6. MiRNAs and DNA damage response effectors 

The initial response to DNA damage is cell cycle arrest to provide an opportunity for 

DNA repair, or preparation for apoptosis if the damage is too severe and irreparable. As 

mentioned previously, cyclins and Cdks are principal components of the cell cycle that 

dimerise to facilitate cell cycle progression by phosphorylating specific target proteins. 

Thus, disruption of cyclin-Cdk dimers initiates cell cycle arrest. Like much of the DDR, 

the cell cycle is regulated by a series of phosphorylation/dephosphorylation events, 

regulation of which is critical for cell cycle arrest or progression. Recall, CDC25a is a 

phosphatase that promotes cell cycle progression by removing inhibitory phosphoryl 

groups from Cdks (Shen and Huang, 2012). Pothof et al. (2009) demonstrated miR-16 

to be upregulated in cervical cancer cells following UV exposure, which resulted in direct 

CDC25a inhibition. MiR-16 transfection also resulted in G1-phase accumulation, even 

in the absence of UV. Thus, as CDC25a is a critical regulator of the G1/S-phase 

checkpoint (Blomberg and Hoffmann, 1999), the accumulation of cells in G1 further 

suggests miR-16-mediated CDC25a inhibition. Relatedly, Yan et al. (2012) provided an 
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in silico model of E2F negative regulation by miR-449 that targets Cdk6, cyclin E, and 

CDC25a. Several other cyclins are targets of miRNAs, for example, miR-16 targets 

cyclin D1 (Mobarra et al., 2015), along with cyclin D3 and cyclin E1 (Liu et al., 2008).  

While miRNAs can target cyclins and Cdks to promote cell cycle arrest, miRNAs can 

also target CKIs in favour of cell cycle progression. For example, CKI p27 is inhibited 

by miR-221 and miR-222 promoting a more aggressive glioblastoma phenotype, in vitro 

(Gillies and Lorimer, 2007). However, while the authors demonstrated that endogenous 

miR-221/222 could suppress p27 at a protein level, only miR-221 was shown to target 

the 3’ UTR of p27 directly. Admittedly, bioinformatic analysis demonstrated two potential 

target sites for both miRNAs. Moreover, the authors suggested miR-221 and miR-222 

to be co-regulated, thus, presumably, they extended their observations of miR-221 to 

miR-222. Therefore, it is possible that miR-222 relies on intermediary proteins to 

facilitate indirect inhibition of p27. Furthermore, the assertion that miR-221/222 

promotes a more aggressive glioblastoma phenotype was based on reduced 

proliferation, and the accumulation of cells in G1-phase, observed after DICER 

inhibition. While this supports the notion of p27 inhibition, it does not explicitly identify 

miR-221 and miR-222 as the inhibitors.  

Another frequently referenced miRNA substrate is p21. For example, Dolezalova et al. 

(2012) demonstrated that endogenous miR-302 (cluster) is upregulated in human 

embryonic stem cells (hESCs) following UV irradiation. Moreover, the authors suggest 

p21 to be a direct target of the miR-302 cluster as inhibition of miRNA biogenesis 

proteins caused p21 upregulation, whereas additional miR-302 cluster co-transfection 

antagonised this upregulation. Interestingly, despite p53 and pro-apoptotic protein 

accumulation following UV radiation, hESCs had no detectable p21 expression. This 

could be explained by the observed apoptotic phenotype of UV irradiated cells, as p21 
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mainly functions to induce cell cycle arrest in an attempt at repair and survival, which 

precedes commitment to apoptosis (Abbas and Dutta, 2009). It is tempting to speculate 

that miR-302 cluster-mediated repression of p21 may be a mechanism to sensitise 

hESCs to apoptosis, as these are known to be highly susceptible to apoptosis, given its 

role as precursors to various cell types (Liu, Lerou, Lahav, 2014). Similarly, miR-106b 

can promote G1/S-phase cell cycle progression by targeting p21 in miR-106b 

transfected human mammary epithelial cells (HMECs), in vitro (Ivanovska et al., 2008). 

Several lines of evidence suggested that miR-106b transfection promotes cell cycle 

progression, including an increased accumulation of S-phase cells, an expedited growth 

curve, and accumulation of cells in G1-phase after miR-106b inhibition. The authors 

attributed these observations to negative regulation of p21 by miR-106b, as miR-106b 

was able to reduce p21 mRNA and protein levels in transfected HMECs. Furthermore, 

p21 knock-down recapitulated the phenotype of miR-106b transfected HMECs. 

Intriguingly, miR-106b was able to disengage a dox-induced G1/S checkpoint, a 

phenotype mimicked by p21 inhibition. P21 is also directly inhibited by miR-33b-3p in 

NSCLC cells in response to cisplatin-induced DNA damage (Xu et al., 2016). The 

authors demonstrated downregulation of endogenous miR-33b-3p following apparently 

lethal doses of cisplatin (Freeburg, Goyeneche, and Telleria, 2009; Ahmed and Jamil, 

2011; Barr et al., 2013). Additionally, miR-33b-3p transfection promoted cell viability as 

evidenced by increased proliferation and G1/S progression following cisplatin treatment 

(Xu et al., 2016). Furthermore, the opposite effect was observed in cisplatin-resistant 

counterparts of the same cells when miR-33b-3p was inhibited and treated with 

cisplatin, suggesting miR-33b-3p as the possible cause of cisplatin resistance. 

Interestingly, miR-33b-3p was suggested to promote DNA repair as indicated by 

reduced γH2Ax levels following cisplatin treatment of miR-33b-3p transfected NSCLC 
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cells. This was supported by a significant upregulation of excision repair cross-

complementation protein (ERCC1), a component of NER, coupled with significant 

downregulation of p21 in miR-33b-3p transfected NSCLC cells (Xu et al., 2016). This 

makes sense as cisplatin is an alkylating agent known to generate ‘bulky’ DNA adducts 

which are repaired by NER (Schärer, 2013; Rocha et al., 2018). Mechanistically, the 

authors confirmed involvement of these proteins as conduits for the observed pro-

survival phenotype as ERCC1 silencing and transfecting cells with p21 constructs 

devoid of the miR-33b-3p binding site effectively reversed the effects of miR-33b-3p 

following cisplatin treatment. Although, it is not clear whether miR-33b-3p is capable of 

preventing the formation of γH2Ax foci, or merely assist its reduction by promoting DNA 

repair, as the initial timing after cisplatin treatment in miR-33b-3p transfected cells and 

subsequent γH2Ax measurement was not clearly stated. Moreover, when timed γH2Ax 

levels were measured, it was not obvious whether time-points represented post-

exposure or continuous exposure. However, if the data demonstrating a reduction of 

γH2Ax in miR-33b-3p transfected cells following cisplatin treatment represents a 

measurement immediately after treatment, it could imply miR-33b-3p to be a rapid 

responder to DNA damage, perhaps even assuming a damage sensor role and 

preventing the accumulation of γH2Ax by promoting the NER pathway, as implied by 

the authors. 

2.1.7. MiRNAs and DNA repair 

As discussed in Chapter 1, BER, NER, MMR, HRR, and NHEJ encompass the main 

constituents of a tightly regulated, damage type-dependent, DNA repair response. 

Arguably, HRR and NHEJ are the most critical, considering their role in DSB repair. 

Given the toxicity of DSBs, miRNA-mediated regulation of DSB repair enzymes can alter 

cell fate in response to DSBs. For example, PARP1 is a proposed target of miR-7-5p 
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(Luo et al., 2018; Lai et al., 2019). Importantly, PARP1 functions in several DNA repair 

pathways including NER (Robu et al., 2013), BER (Reynolds et al., 2015), and 

modulates HRR (Hu et al., 2014; Lai et al., 2019). The inhibition of PARP1 by miR-7-5p 

manifests as impaired HRR, resulting from downregulated BRCA1 (Luo et al., 2018; Lai 

et al., 2019), a tumour suppressor protein that promotes HRR (Hu et al., 2014). 

Furthermore, miR-7-5p-mediated PARP1 inhibition also results in indirect RAD51 

downregulation (Lai et al., 2019). Thus, miR-7-5p indirectly impairs HRR by directly 

inhibiting PARP1. Consequently, cell fate is altered by miR-7-5p in an HRR-dependent 

manner as miR-7-5p transfection was able to significantly reduce the dox IC50 in dox-

resistant small-cell lung cancer cells (SCLCs) (Lai et al., 2019). Moreover, 

lymphoblastoid cell transfection with miR-7-5p prominently increased the proportion of 

apoptotic cells both with, and, interestingly, without hydroquinone treatment (Luo et al., 

2018). This suggests that miR-7-5p is sufficient to prompt apoptosis, even at basal DNA 

damage levels, which, in addition to HRR inhibition, may be attributable to the inhibition 

of other DNA repair pathways that involve PARP1 (as previously mentioned). Of note, 

Luo et al. demonstrated that endogenous miR-7-5p levels decrease with increasing 

doses of hydroquinone, suggesting that miR-7-5p might exist to limit excessive DNA 

repair during homeostasis to maintain genome stability, but becomes downregulated in 

response to DNA damage to allow DNA repair. 

Notwithstanding indirect inhibition of RAD51 by miR-7-5p (mentioned previously), direct 

inhibition is also possible. For example, miR-103 and miR-107 directly target both 

RAD51 and its paralogue RAD51D, resulting in impaired HRR (Huang et al., 2013). 

Transfection of osteosarcoma cells with either miR-103 or miR-107 reduced cellular 

viability in response PARP1 inhibitor (PARPi) or cisplatin treatment compared with 

untransfected cells. This suggests these miRNAs augment the inhibitory effect of 
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PARPi, possibly by compounding its inhibitory effects on HRR. Moreover, miR-103/107-

mediated inhibition of HRR also explains the observed reduction in cell viability in 

response to cisplatin, as these cells would be less capable to repair resulting DSBs. 

Incidentally, miR-103 also directly targets three-prime exonuclease (TREX1), in vitro 

(Wilson et al., 2016), which has been demonstrated to augment PARP1 stability and 

function (Miyazaki et al., 2014), thus further linking miR-103 to HRR inhibition. RAD51 

was also shown to be directly inhibited by miR-34a/b/c-5p (miR-34s), in a partially p53-

dependent manner (Chen et al., 2019). Transfection of colon carcinoma cells with any 

of these miRNAs caused a significant increase in apoptotic rate in the absence of 

induced DNA damage. In line with impaired HRR resulting from RAD51 inhibition by 

miR-34s, transfected cells also demonstrated increased γH2Ax accumulation, 

suggestive of impaired DSB repair. While miR-34s can independently inhibit RAD51 

(and by extension HRR), the authors noted RAD51 inhibition to be more pronounced in 

p53wild-type, than p53-/- cells transfected with miR-34s. This suggests RAD51 inhibition to 

be partially p53-dependent, which might be explained by a possible p53-miR-34 positive 

feedback loop as suggested by Moore et al. (2015) (previously discussed). Moreover, a 

comprehensive screen by Piotto et al. (2018) revealed RAD51 as a direct target of miR-

96-5p, along with BRCA2, XRCC5, and protein kinase, DNA activated, catalytic subunit 

(PRKDC) as direct targets of miR-19a-3p, miR-218-5p, and miR-874-3p respectively. 

While RAD51 and BRCA2 function in HRR, XRCC5 and PRKDC are part of the NHEJ 

pathway (Piotto et al., 2018). XRCC5 has also been demonstrated to be a target of miR-

526b as a means of inducing apoptosis (Zhang et al., 2014a). Notwithstanding DSB 

repair, miRNAs also influence other repair pathways. For example, miR-192 hinders 

NER in liver carcinoma cells by directly targeting NER components, ERCC3/4 (Xie et 

al., 2011).  
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These examples demonstrate the potential role of miRNAs as regulators of DNA repair, 

and how it can sway cell fate in response to DNA damage, or even bring about a certain 

cell fate independent of exogenous DNA damage. Moreover, literature clearly implicates 

miRNAs as integral modulators of the DDR. This sheds new light on the well-accepted 

notion that if DNA damage is too severe, cell fate is directed towards cell death, as 

miRNAs can seemingly shift the tolerance to DNA damage by impeding DNA repair 

mechanisms. By the same token, the ubiquitous involvement of miRNAs in the DDR 

complicate genotoxicity studies as their influence can sway the DDR to a cell fate that 

cannot be reconciled with doses administered. Thus, three aspects will determine cell 

fate in response to DNA damage: 1) the level of damage, 2) the repair capability of the 

cell, and 3) the expression of DNA damage responsive miRNAs. 

2.1.8. Rationale 

This chapter brings into focus the ubiquitous involvement of miRNAs in DDR regulation 

and cell fate decision-making. However, despite the plethora of literature implicating 

individual miRNAs in a DDR context, few studies address miRNA profiles that may 

function as a collective to bring about specific responses. Moreover, the potential for 

distinct miRNA profiles to be indicative of specific cell fates remain to be fully realised. 

At this point, it is important to realise that while miRNAs were selected as the subject of 

investigation for this thesis, it does not undermine the involvement, or preclude future 

investigation of other gene regulatory mechanisms e.g., siRNAs or lncRNAs. Simply, as 

previously discussed, miRNAs has a wide-spread and well-documented involvement in 

the DDR pathway which can aid interpretation of our findings in context of literature. 

As a logical first step, this chapter set forth to identify DNA damage responsive miRNAs 

in the context of sub-lethal and lethal DNA damage, and performed functional 
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enrichment analysis to assess the predictive value of the identified DNA damage-

responsive miRNAs and its associated cell fate. Clinically, the identification of miRNA 

profiles indicative of specific cell fates could have important therapeutic, diagnostic, and 

prognostic implications. Furthermore, as one of the most commonly used cell lines for 

genotoxicity assessment, identification and eventual characterisation of miRNAs 

expressed within TK6 cells can inform future studies. To the best of our knowledge, this 

is the first study to assess side-by-side sub-lethal and lethal TMZ dose effects on miRNA 

expression in TK6 cells, and it identifies multiple miRNAs that have not yet been 

reported in a DNA damage context.  

Aim:  

1. Identify differentially expressed miRNAs between sub-lethal and lethal TMZ 

doses at specific time-points (based on Chapter 1 aim). 
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2.2. Methods  

2.2.1. MiRNA sequencing 

2.2.1.1. RNA extraction and purification 

TK6 cells were exposed to DMSO, 30TMZ, and 900TMZ. Treatment was the same as 

described in Chapter 1 (1.2.3.1). Following treatment, RNA was extracted using the 

Zymo Research Quick RNA mini-Prep kit (R1054) (Cambridge Biosciences, Cambridge, 

UK) according to manufacturer specification. Briefly, samples were centrifuged (500 X 

g) for 5 min and resuspended in lysis buffer. All subsequent centrifugations were at 

10000 X g. Subsequently, lysates were vortexed (briefly), centrifuged for 1 min, and the 

supernatant was transferred to a filter column assembly for repeat centrifugation to 

remove genomic DNA. Following this, an equal volume of ethanol (100%) was added 

to the flow-through and mixed. This mixture was added to another column assembly 

and centrifuged for 30 s to allow RNA purification. RNA, retained in the column, was 

subsequently washed with wash buffer, and incubated with DNase for 15 min at RT to 

remove any residual DNA. Following incubation, the columns were centrifuged for 30 s 

before adding RNA prep buffer, after which columns were centrifuged again for 30 s. 

This was followed by two wash cycle centrifugations, 30 s and 2.5 min respectively. 

Subsequently, 50 μL nuclease-free water was added and centrifuged for 45 s to elute 

purified RNA.  

2.2.1.2. RNA quantification and quality assessment 

Purified RNA was quantified using NanoDrop ONE (Thermo Fisher Scientific, 

Loughborough, UK). RNA quality was externally assessed as part of a small RNA 

sequencing service (Appendix C).  
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2.2.1.3. MiRNA sequencing 

Purified RNA samples were sequenced by Genewiz (New Jersey, USA). Small RNA 

library preparation was done using a TruSeq Small RNA library preparation kit (Illumina, 

California, USA) and paired-end sequencing was performed with an Illumina HiSeq 

sequencing system. 

Sequence cleaning 

Unless otherwise stated, all sequence analyses were performed within the Galaxy 

platform (https://usegalaxy.org) (Afgan et al., 2018). Quality control analysis was 

performed on raw small RNA sequences using FastQC (v.0.11.8) (https://www.bioin 

formatics.babraham.ac.uk/projects/fastqc/) to determine (among others), base 

sequence quality (Q-score), base quality loss originating from the flow cell, average 

sequence Q-score, sequence length distribution, and any adapter sequence 

contamination (added as part of the sequencing process). Subsequently, sequencing 

adapters were removed from raw sequences, and reads becoming shorter than 10 

bases were discarded using Trim-Galore (v.0.6.3) (https://github.com/FelixKrueger/ 

TrimGalore), as mature miRNAs are not expected to be < 10 bases. Following this, 

sequences were further trimmed using Trimmomatic (v.0.38) (Bolger, Lohse, and 

Usadel, 2014). Beginning at the 5’ end of each read, sequences were trimmed once the 

average of four bases dropped below a Q-score of 25. Subsequently, extremely poor 

quality bases (Q-score < 3) were removed from either end of the reads. Reads were 

also filtered to include only those with an average Q-score > 30. Following this, all 

remaining reads were truncated to only include reads up to a maximum length of 25 

bases, starting from the beginning (5’) of the read, as miRNAs are not expected to be 

larger than 25 bases. Following this, reads were subjected to another FastQC analysis 

to ensure the data “clean-up” was successful. 

https://usegalaxy.org/
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Sequence alignment 

Cleaned sequences were aligned to high confidence mature miRNA sequences 

provided by miRBase (ftp://mirbase.org/pub/mirbase/CURRENT/). Sequence alignment 

was performed using the RNA alignment tool, STAR (v.2.7.5b) (Dobin et al., 2013). 

STAR parameters were adjusted to ensure at least 18 bases are aligned to the 

reference miRNA sequences. Effectively, this nullifies all reads shorter than 18 bases, 

as mature miRNA sequences are not expected to be shorter than 18 bases. Mismatch 

allowance was set to 5% of the read length, thus for every 20 bases, 1 base can be 

mismatched. In cases where a read mapped to multiple reference sequences, 

parameters were set to retain only one of these reads selected in a quasi-random 

manner. This prevents over-estimation of multi-mapped reads, but also prevents under-

representation of these reads as a common approach is to either include or exclude all 

multi-mapped reads.  

2.2.2. Differential miRNA expression analysis 

Read counts for all aligned miRNAs were retrieved using the Samtools IDXstats tool 

(v.2.0.3) (Li et al., 2009). These counts were then imported to RStudio (v.4.0.0) where 

the Bioconductor packages; EdgeR (v.3.30.3) (Robinson, McCarthy, and Smyth, 2010) 

and Limma (v.3.44.3) (Ritchie et al., 2015) were used to calculate counts per million 

(CPM) and subsequently filter read alignments to only include those miRNAs with a 

CPM greater/equal to a threshold corresponding with at least 10 reads. This is a method 

generally considered for filtering, in this case, lowly expressed miRNAs (Chen, Lun, and 

Smyth, 2016). Moreover, in order to be retained, this threshold must have been met at 

least once per miRNA across all samples. This ensures that ‘lowly expressed’ miRNAs 

ftp://mirbase.org/pub/mirbase/CURRENT/
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are not included in downstream analyses. Using CPM normalises read counts to 

account for library size variations. 

To determine whether any miRNAs were differentially expressed (DE) between 

samples, miRNA read counts were analysed using the local pooled error (LPEseq) 

method in RStudio (Gim, Won, and Park, 2016). This method allows extrapolation of 

differentially expressed genes from RNA sequencing data without replicates. 

Subsequently, adjusted p-values (Benjamini-Hochberg corrected p-values) (q-values) 

were ordered (increasing order) and filtered to retain only miRNAs with q < 0.05. Further 

normalisation of any identified DE miRNAs were performed using the calcNormFactors 

function in EdgeR, utilising the trimmed mean of M-values (TMM) method to calculate 

normalisation factors for each library that would effectively ‘correct’ counts as a function 

of library size. As read counts inherently follow a non-normal distribution, the logarithm 

(log2) of the normalised counts were calculated. Subsequently, the z-score for each DE 

miRNA was calculated for each sample, based on the average log2(CPM) for all 

samples, and plotted as a heatmap using Heatmap.2 (v.3.0.1). To identify any miRNA 

expression patterns among different samples, hierarchical clustering was performed 

based on Euclidean distance. 

2.2.3. Functional enrichment analysis of DE miRNAs 

To determine if specific biological processes are associated with DE miRNAs, functional 

enrichment analysis was performed with GeneCodis 4 (https://genecodis.genyo.es/) 

(García-Moreno et al., 2022). DE miRNAs at specific time-points after 30TMZ and 

900TMZ exposure was arranged in decreasing order of significance and using the 

Wallenius test to correct for gene length bias, functional enrichment was determined 

within the gene ontology (GO): biological process (BP) database. 

https://genecodis.genyo.es/
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2.2.4. MiRNA validation with qRT-PCR 

To validate DE miRNAs identified from RNA sequencing data, qRT-PCR was 

performed. First strand cDNA synthesis was performed using the miRCURY Locked 

Nucleic Acid (LNA) Reverse Transcription kit (Qiagen, Manchester, UK). Other than 

adjusting the total input RNA to 400 ng, cDNA synthesis was performed according to 

manufacturer specifications. To monitor the efficiency of cDNA synthesis and the PCR, 

the synthetic RNA, UniSp6 (12 fmol) was added to the cDNA synthesis reaction mixture 

(1/20 v/v) after being prepared according to manufacturer specifications. For full details 

on the reaction mixture composition and cDNA synthesis conditions, see Table 4 and 

5. 
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Table 4. cDNA synthesis reaction mixture composition 

Component miRCURY LNA miRNA PCR Assay 

5x miRCURY RT Reaction Buffer 4 μL 

RNase-free water 3 μL 

10x miRCURY RT Enzyme Mix 2 μL 

UniSp6 1 μL 

Template RNA (40 ng/μL) 10 μL 

Total volume 20 μL 

Note – template RNA is pre-diluted in nuclease free (NF) water to 40 ng/µL. 

 

Table 5. cDNA synthesis conditions 

Step Time Temperature 

RT step 60 min 42°C 

Reaction inactivation 5 min 95°C 

Storage Indefinitely 4°C 
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Following cDNA synthesis, qPCR was performed with the miRCURY LNA SYBR Green 

PCR kit (Qiagen, Manchester, UK) according to manufacturer specifications, using an 

Applied Biosystems StepOnePlusTM real-time PCR system (Thermo Fisher Scientific, 

Loughborough, UK). Details of the reaction mixture setup and amplification conditions 

can be found in Table 6 and 7. Primers used for miRNA targets were purchased from 

Qiagen (Manchester, UK), and included hsa-miR-29b-3p (cat. YP00204679), hsa-miR-

363-5p (cat. YP00204173), and hsa-miR-485-3p (cat. YP00206055), while U6 (cat. 

YP00203907) was used for endogenous control amplification. UniSp6 (cat. 

YP00203954) was used to monitor cDNA synthesis and qPCR amplification efficiency.  
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Table 6. qPCR reaction mixture composition 

Component Volumes 

2x miRCURY SYBR Green Master Mix 5 μL 

ROX Reference Dye  0.5 μL 

Primer 1 μL 

cDNA template (diluted 1/60) 3.5 μL 

RNase-free water - 

Total reaction volume 10 μL 

Note – cDNA is pre-diluted (1/60) in NF water. 

 

Table 7. qPCR amplification conditions 

Step Time Temperature 

PCR initial heat activation 2 min 95°C 

Denaturation 10 s 95°C 

Combined annealing/extension 60 s 56°C 

Number of cycles 40  

Melting curve analysis  60 - 95°C 
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Analysis of amplification data was performed using the delta-delta Ct method of relative 

quantification of gene expression. Using this method, Ct values for the endogenous 

control, U6, was used to normalise miRNA expression among DMSO-, and TMZ-treated 

samples. Subsequently, TMZ-treated miRNA expression levels were controlled against 

respective time-matched DMSO-treated samples and expressed as fold changes.  

2.2.5. Statistical analysis 

Statistical analyses were performed using IBM SPSS Statistics (v.28). Normality was 

assessed using Shapiro-Wilk test. Parametric data was analysed with either 

independent sample t-test, one-way ANOVA with Tukey’s test as a post-hoc test, or 

Welch’s ANOVA with Dunnett’s T3 test as a post-hoc test depending on the nature of 

the data, and the type and number of comparisons made. Non-parametric data was 

assessed with either Mann-Whitney U test or Kruskal-Wallis test with Bonferroni test as 

a post-hoc test depending on the number of comparisons made and nature of the data. 

Correlations between p53 or miRNA levels with time post-TMZ exposure were 

performed with Kendall’s tau-b. Correlations between p53 and miRNAs were performed 

using Spearman’s correlation. To ensure balanced correlations, three simple random 

sampling iterations, for each unpaired time-point, were used to correct unpaired sample 

sizes when performing Spearman correlations. As all time-points (4 h, 18 h, and 36 h) 

were collectively used for a correlation, all combinations resulting from different 

sampling iterations were respectively correlated. Resulting p-values were averaged, 

however, statistical significance was only considered if each combination had an 

association in the same direction and had a p < 0.05, otherwise it was assumed that no 

correlation exists. For all statistics, p < 0.05 was considered statistically significant. 
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2.3. Results 

2.3.1. Differentially expressed miRNAs in sub-lethal-, and lethal-

treated TK6 cells 

To determine whether 30TMZ and 900TMZ produces differentially expressed miRNA 

patterns, TK6 cells were exposed to these doses, sampled 4 h, 18 h, and 36 h post-

exposure, and were sequenced for small RNA. Using LPEseq, differentially expressed 

miRNAs were identified. Collectively, 31 DE miRNAs were identified of which 21 was 

unique to 900TMZ-treated cells, whereas 30TMZ-treated cells displayed 8 when 

compared with DMSO-treated cells. Additionally, two miRNAs, miR-4433b-3p and miR-

509-3-5p, were identified among both 30TMZ-, and 900TMZ-treated cells (Table 8).  
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Table 8. Benjamini-Hochberg adjusted p-values of DE miRNAs 
 DMSO vs. 30TMZ DMSO vs. 900TMZ 

 4 h 18 h 36 h 4 h 18 h 36 h 
hsa-miR-4433b-3p   <0.001  <0.001 <0.001 
hsa-miR-485-3p     <0.001 <0.001 
hsa-miR-937-5p      <0.001 
hsa-miR-197-5p     <0.001 <0.001 
hsa-miR-345-3p      <0.001 
hsa-miR-7161-3p     0.009 <0.001 
hsa-miR-29b-3p  0.046     
hsa-miR-16-1-3p      <0.001 
hsa-miR-181d-3p      <0.001 
hsa-miR-377-5p      <0.001 
hsa-miR-509-3-5p  0.046    <0.001 
hsa-miR-942-3p      <0.001 
hsa-miR-598-5p      0.003 
hsa-miR-376b-3p      0.006 
hsa-miR-375-5p  <0.001     
hsa-miR-2110      0.005 
hsa-miR-323a-5p      <0.001 
hsa-miR-493-5p  <0.001     
hsa-miR-548ay-5p 0.025      
hsa-miR-363-5p  0.019     
hsa-miR-597-5p      0.004 
hsa-miR-323b-5p      0.027 
hsa-miR-188-3p <0.001      
hsa-miR-216a-3p      0.012 
hsa-miR-542-3p      0.006 
hsa-miR-589-5p      0.045 
hsa-miR-224-5p      0.003 
hsa-miR-532-3p      0.036 
hsa-miR-491-5p      0.047 
hsa-miR-150-5p  0.046     
hsa-miR-483-3p 0.025      
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To further confirm the existence of unique miRNA expression profiles among 30TMZ-, 

and 900TMZ-treated cells, log2(CPM) of DMSO-, 30TMZ-, and 900TMZ-treated cells at 

4 h, 18 h, and 36 h post-exposure were z-score scaled and clustered based on 

Euclidean distance (Fig. 12). Indeed, distinct patterns of miRNA expression were 

observed that can be organised into 6 clusters: 1) Pre (untreated); 2) DMSO 4 h, 

900TMZ 4 h; 3) DMSO 18 h and 30TMZ 4 h; 4) 30TMZ 18 h and DMSO 36 h; 5) 30TMZ 

36 h and 900TMZ 18 h; 6) 900TMZ 36 h. Perhaps the most striking miRNA expression 

pattern was observed for 900TMZ-treated cells 36 h post-exposure, which corresponds 

with our observations that the most DE miRNAs were observed among this group of 

cells as determined by LPEseq (Table 8). This clearly suggests that 30TMZ-, and 

900TMZ-treated cells have different miRNA expression profiles, and indicates 36 h post-

exposure as a potential critical time-point for comparison. Moreover, the stark contrast 

between 900TMZ-treated cells 36 h post-exposure, and the time-matched DMSO 

control clearly indicates these miRNAs to be DNA damage-, and more specifically, TMZ-

responsive.  
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Figure 12. Heatmap representing log2(CPM) of DE miRNAs. 

Log2(CPM) of DE miRNAs were scaled based on z-score which is derived from the row 
mean and standard deviation. Dendrogram indicates the relatedness in miRNA 
expression between samples. Specifically, six unique miRNA expression clusters are 
apparent: 1) Pre (untreated); 2) DMSO 4 h, 900TMZ 4 h; 3) DMSO 18 h and 30TMZ 4 
h; 4) 30TMZ 18 h and DMSO 36 h; 5) 30TMZ 36 h and 900TMZ 18 h; 6) 900TMZ 36 h.  
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2.3.2. Selecting and validating miRNA expression among sub-lethal-, 

and lethal-treated TK6 cells 

Originally, seven miRNAs were selected as representative of distinct expression 

patterns between DMSO-, and TMZ-treated, or 30TMZ-, and 900TMZ-treated cells 

(Appendix E). However, based on overall expression abundance, availability of 

validated primers, and detectability within our system, only miR-29b-3p, miR-363-5p, 

and miR-485-3p were retained for validation and further analysis. qRT-PCR analysis 

confirmed the expression of these miRNAs (Fig. 13). Strikingly, miR-29b-3p, miR-363-

5p, and miR-485-3p showed a significant decrease from 4 h to 36 h post-exposure to 

900TMZ (p = 0.043, p = 0.002, p = 0.002, respectively). A similar pattern was observed 

for miR-363-5p among 30TMZ-treated cells, showing a significant decrease (p = 0.021) 

from 4 h to 36 h post-exposure, however no significant differences were seen for miR-

29b-3p or miR-485-3p. Pair-wise comparisons revealed miR-29b-3p, miR-363-5p, and 

miR-485-3p to be significantly decreased among 900TMZ-treated cells, 36 h post-

exposure as compared to time-matched 30TMZ-treated cells (p = 0.007, p = 0.022, p = 

0.029, respectively). This data confirms miR-29b-3p, miR-363-5p, and miR-485-3p to 

be DE when comparing sub-lethal and lethal TMZ doses, and aligns with our assertion 

that 36 h post-exposure is a critical time-point of distinct miRNA expression. 
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Figure 13. qRT-PCR validation of miRNAs.  

MiR-29b-3p (A), miR-363-5p (B), and miR-485-3p (C) expression was 
measured by qRT-PCR 4 h, 18 h, and 36 h post-exposure to TMZ. 
Relative expression as calculated by ∆∆Ct method was normalised to 
DMSO controls. Subsequently, expression levels for time-matched 
30TMZ-, and 900TMZ-treated TK6 cells were compared. Change of 
miRNA expression over time (4 h – 36 h) within 30TMZ-, and 900TMZ-
treated cells respectively, was also analysed. Overall miRNAs were 
most affected by 900TMZ. In each case, 36 h post-900TMZ exposure, 
miRNAs were decreased compared to time-matched 30TMZ-treated 
cells. All miRNAs also decreased over time among 900TMZ-treated 
cells, whereas only miR-363-5p did for 30TMZ-treated cells. For specific 
time-points, the respective means were compared using an 
independent sample t-test. MiRNA expression changes between 4 h, 18 
h, and 36 h post-exposure to 30TMZ or 900TMZ were determined by 
one-way ANOVA and Tukey’s post-hoc test, Welch’s ANOVA and 
Dunnett’s T3 post-hoc test, or Kruskal-Wallis with Bonferroni correction. 
Data normality was assessed with Shapiro-Wilk test. * represents 
significant (p < 0.05) differences. Data represents mean + SD (error 
bars). Data represents at least three biological repeats (n = 3). 
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2.3.3. Functional enrichment analysis of DE miRNAs 

To identify specific biological processes associated with DE miRNAs, functional 

enrichment analysis was performed and the top ten most significantly enriched (lowest 

q-values) biological processes are displayed for each time-point and comparison where 

DE miRNAs were identified (Figs. 14 - 17). Comparing DMSO vs. 30TMZ at 4 h,  the 

cell population proliferation term that was significantly enriched (q = 0.01) is of note, as 

this has a direct bearing on cell survival (Fig. 14). Furthermore, significant enrichment 

(q = 0.013) of the activation of cysteine-type endopeptidase activity involved in apoptotic 

process term is of particular relevance as it pertains to caspase activity. At the 18 h 

time-point within the same group, three significantly enriched GO:BP terms were of 

interest. The negative regulation of transcription by RNA polymerase II (q < 0.001) and 

positive regulation of transcription by RNA polymerase II (q < 0.001) are of interest as 

these could relate to miRNA transcription, whereas positive regulation of cell population 

proliferation (q < 0.001) relates to the cell cycle (Fig. 15). It is worth noting that at the 

36 h time-point within the same group, only hsa-miR-4433b-3p was identified as DE, 

but functional enrichment could not be performed as it did not match any annotations 

within the databases used. Regarding DMSO vs. 900TMZ, at the 18 h time-point, 

negative regulation of smooth muscle cell proliferation (q = 0.005) and type B pancreatic 

cell proliferation (q = 0.008) were significantly functionally enriched, both having a 

bearing on cell survival (Fig. 16). Additionally, the significantly enriched (q = 0.01) term 

positive regulation of transcription by RNA polymerase II could pertain to miRNA 

transcription. Perhaps not surprisingly, at the 36 h time-point several GO:BP terms 

relevant to cell fate were significantly functionally enriched (Fig. 17). Among these, 

protein phosphorylation (q < 0.001), positive regulation of protein phosphorylation (q < 

0.001), and phosphorylation (q < 0.001) are of note as it relates to DDR protein kinetics. 
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Moreover, negative regulation of apoptotic process (q < 0.001), apoptotic process (q < 

0.001), and positive regulation of cell population proliferation (q < 0.001) has a bearing 

on cell fate, whereas positive regulation of transcription by RNA polymerase II (q < 

0.001) relates to miRNA transcription. It is important to realise that miRNAs typically 

have a transcriptional repressive role, which implies, any functionally enriched terms 

resulting from the gene targets of increased DE miRNAs should be interpreted in an 

opposing sense. For example, the aforementioned positive regulation of cell population 

proliferation term may be interpreted as miRNAs facilitating the negative regulation of 

cell population proliferation. Thus, it is interesting to note that only 36 h post-900TMZ 

exposure had the negative regulation of apoptotic process term among the top ten 

functionally enriched biological processes, that ultimately implies a pro-apoptotic 

outcome and thus, reaffirming the lethal nature of 900TMZ. Admittedly, the expression 

pattern of all the DE miRNAs in Fig. 12 have not been validated, and miRNAs are 

increasingly reported to also have a positive regulatory role in gene expression 

(Vasudevan, 2012; Xiao et al., 2017; Xu et al., 2022). Thus, our assumptions regarding 

the role of DE miRNAs mentioned in this thesis in context of the identified functionally 

enriched terms remains speculative. Nevertheless, with particular emphasis on the 

pattern of mostly increased DE miRNAs observed 36 h post-900TMZ exposure, and its 

corresponding functional enrichment of negative regulation of apoptotic process, it 

seems sensical that, at least at this time-point, our assertion of interpreting these terms 

in an opposing manner holds true.  
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Top 10 significantly (q < 0.05) enriched GO:BP terms for DMSO vs. 30TMZ at 4 

hours. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14. Functional enrichment of DE miRNAs when comparing DMSO-, and 

30TMZ-treated TK6 cells 4 h post-exposure.  

DE miRNAs resulting from comparison between DMSO-, and 30TMZ-treated cells 4 h 
post-exposure were arranged in descending order of significance (q-value), and 
functional enrichment was derived from the GO:BP database using GeneCodis 4. The 
length of the bars represents greater statistical significance and is arranged in 
descending order of significance. Bar colour intensity increases with the number of 
miRNA gene targets associated with respective biological processes. Top 10 enriched 
terms were included based on q-value, however, if the last term q-value was tied, 
subsequent terms were included until the tie was broken. 
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Top 10 significantly (q < 0.05) enriched GO:BP terms for DMSO vs. 30TMZ at 18 

hours. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15. Functional enrichment of DE miRNAs when comparing DMSO-, and 

30TMZ-treated TK6 cells 18 h post-exposure.  

DE miRNAs resulting from comparison between DMSO and 30TMZ-treated cells 18 h 
post-exposure were arranged in descending order of significance (q-value), and 
functional enrichment was derived from the GO:BP database using GeneCodis 4. The 
length of the bars represents greater statistical significance and is arranged in 
descending order of significance. Bar colour intensity increases with the number of 
miRNA gene targets associated with respective biological processes. Top 10 enriched 
terms were included based on q-value, however, if the last term q-value was tied, 
subsequent terms were included until the tie was broken. 
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Top 10 significantly (q < 0.05) enriched GO:BP terms for DMSO vs. 900TMZ at 18 

hours. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. Functional enrichment of DE miRNAs when comparing DMSO-, and 

900TMZ-treated TK6 cells 18 h post-exposure. 

DE miRNAs resulting from comparison between DMSO and 900TMZ-treated cells 18 h 
post-exposure were arranged in descending order of significance (q-value), and 
functional enrichment was derived from the GO:BP database using GeneCodis 4. The 
length of the bars represents greater statistical significance and is arranged in 
descending order of significance. Bar colour intensity increases with the number of 
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miRNA gene targets associated with respective biological processes. Top 10 enriched 
terms were included based on q-value, however, if the last term q-value was tied, 
subsequent terms were included until the tie was broken. 
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Top 10 significantly (q < 0.05) enriched GO:BP terms for DMSO vs. 900TMZ at 36 

hours. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17. Functional enrichment of DE miRNAs when comparing DMSO-, and 

900TMZ-treated TK6 cells 36 h post-exposure.  

DE miRNAs resulting from comparison between DMSO and 900TMZ-treated cells 36 h 
post-exposure were arranged in descending order of significance (q-value), and 
functional enrichment was derived from the GO:BP database using GeneCodis 4. The 
length of the bars represents greater statistical significance and is arranged in 
descending order of significance. Bar colour intensity increases with the number of 
miRNA gene targets associated with respective biological processes. Top 10 enriched 
terms were included based on q-value, however, if the last term q-value was tied, 
subsequent terms were included until the tie was broken. 
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2.3.4. Correlating DDR protein and miRNA expression 

To explore the possibility that miRNAs may be DDR-responsive, the expression of miR-

29b-3p, miR-363-5p, and miR-485-3p was correlated with time (4 h, 18 h, and 36 h) 

post-exposure to 30TMZ or 900TMZ, respectively. Likewise, p53 protein levels were 

correlated with these time-points in 30TMZ-, and 900TMZ-treated cells, respectively. 

P53 was selected as it is a transcription factor and has been demonstrated to both 

repress and upregulate miRNAs (Liu et al., 2016). Our theory was that if these miRNAs 

are DDR-responsive, it would be reflected in the resulting correlation coefficients. 

Specifically, the direction of the correlation can inform if p53 has a potential regulatory 

function toward miR-29b-3p, miR-363-5p, and miR-485-3p. Indeed, the level of p53 

showed a significant positive association with time (4 h, 18 h, and 36 h) in both 30TMZ-

, and 900TMZ-treated cells (p = 0.003; p = 0.004, respectively) (Fig. 18). Importantly, 

the expression of miR-29b-3p, miR-363-5p, and miR-485-3p was consistently 

negatively associated with the same time-points in both TMZ-treated groups, 

respectively (Figs. 19 and 20). Although, among 30TMZ-treated cells, only miR-363-5p 

was significantly (p = 0.004) associated with time post-exposure (Fig. 19B). Contrarily, 

miR-29b-3p (p = 0.008), miR-363-5p (p < 0.001), and miR-485-3p (p = 0.007) were all 

significantly associated with time post-900TMZ exposure (Figs. 20A - C). To strengthen 

our assertion that these miRNAs might be regulated by p53, we sought to correlate p53 

and miRNA levels over time, among 30TMZ-, and 900TMZ-treated cells directly. 

Unfortunately, the nature of our data limits the statistical appropriateness of such a 

correlation. Nonetheless, statistical appropriateness aside, an approximation of the 

relationship between p53 and respective miRNAs can be seen in Appendix D. For 

30TMZ-treated cells, no significant correlation was observed between p53 and miRNAs 

(Appendix D Fig. 37). It should be noted that while our overall assertion is that no 
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correlation exists between p53 and miRNA expression among 30TMZ-treated cells, 

there were instances when a statistically significant correlation was observed. However, 

this was only observed for two of nine combinations when correlating p53 with miR-485-

3p levels and was thus regarded as spurious (Appendix D Table 11). Among 900TMZ-

treated cells, p53 showed a significant negative correlation with miR-363-5p (p = 0.022) 

(Appendix D Fig. 38). However, it should be noted that a significant correlation was 

also observed for 7 of 9 combinations when correlating p53 with miR-29b-3p, and 2 of 

3 combinations when correlating p53 with miR-485-3p (Appendix D Table 11). While 

these findings are regarded as not having a significant correlation, it is appreciated that 

our classification of a significant correlation may be, necessarily, overly conservative. 
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Figure 18. Correlation of p53 protein levels with time post-TMZ exposure. 

Fold changes of p53 measured 4 h, 18 h, 36 h post-exposure to 30TMZ (A) and 900TMZ 
(B) were correlated with time (4 h, 18 h, and 36 h) post-exposure. A significant (p < 
0.05) positive correlation between p53 levels and time post-exposure is seen for both 
30TMZ-, and 900TMZ-treated cells, as determined with Kendall’s tau-b. Scatter plots 
represent the individual data points of at least six (n = 6) biological replicates.  

A 

B 

p53 (30TMZ) r = 0.558 

p53 (900TMZ) r = 0.56 
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A 

B 

miR-29b-3p (30TMZ) r = - 0.258 

miR-363-5p (30TMZ) r = - 0.522 
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Figure 19. Correlation between miRNA levels and time post-30TMZ exposure. 

Fold changes of miR-29b-3p (A), miR-363-5p (B), miR-485-3p (C) were correlated with 
time (4 h, 18 h, 36 h) post-exposure to 30TMZ. A significant (p < 0.05) negative 
correlation is only observed between miR-363-5p levels and time post-exposure, as 
determined with Kendall’s tau-b. Scatter plots represent the individual data points of at 
least six (n = 6) biological replicates.  
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miR-485-3p (30TMZ) r = - 0.279 
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B 

miR-29b-3p (900TMZ) r = - 0.484 

miR-363-5p (900TMZ) r = - 0.628 
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Figure 20. Correlation between miRNA levels and time post-900TMZ exposure. 

Fold changes of miR-29b-3p (A), miR-363-5p (B), miR-485-3p (C) were correlated with 
time (4 h, 18 h, 36 h) post-exposure to 900TMZ. A significant (p < 0.05) negative 
correlation is observed between all miRNA levels and time post-exposure, as 
determined with Kendall’s tau-b. Scatter plots represent the individual data points of at 
least six (n = 6) biological replicates.  
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miR-485-3p (900TMZ) r = - 0.503 
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2.4. Discussion 

Exposure to genotoxicants can result in different cell fates, e.g., cell cycle arrest, DNA 

repair and subsequent survival, or apoptosis. How the distinction is made to follow a 

specific DDR continues to be a conundrum. Our research addressed this by 

investigating the existence of differential miRNA ‘signatures’ that may underpin a finely 

tuned DDR toward a specific cell fate. Indeed, 31 miRNAs were found to be differentially 

expressed in TK6 cells when exposed to sub-lethal and lethal doses of TMZ, and 

compared with DMSO controls. To the best of our knowledge, at the time of writing, this 

is the first report that identifies miR-29b-3p, miR-363-5p, and miR-485-3p to be DNA 

damage responsive, and differentially regulated in TK6 cells in response to TMZ. 

Identifying molecular signatures that underpin the cellular response to DNA damage 

presents a multitude of treatment and diagnostic opportunities. Specifically, a miRNA 

profile indicative of apoptosis could inform successful chemotherapy, whereas the 

reverse is true for signatures indicative of survival outcomes such as cell cycle arrest 

and DNA repair. Additionally, identifying DE miRNAs in either cell fate creates potential 

druggable targets, or could identify miRNAs that may become treatment options 

themselves. Based on our observations, it is clear that miRNAs are intimately involved 

with DDR regulation. Given that the DDR directs cell fate, it is reasonable to assume a 

corresponding alteration in those miRNAs involved with different cell fates. Indeed, 

different miRNA profiles were observed when comparing DMSO-, and TMZ-treated TK6 

cells (Table 8; Figs. 12 and 13). Particularly, 900TMZ-treated cells showed 23 DE 

miRNAs at 36 h post-exposure while only 1 miRNA was DE for the same time-point 

among 30TMZ-treated cells. Recall (Chapter 1), at this time-point, 900TMZ-treated 

cells preferentially underwent apoptosis, whereas 30TMZ-treated cells arrested in G2-

phase. Consequently, it is likely that at least some of the DE miRNAs observed 36 h 
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post-900TMZ exposure is in response to DNA damage and/or apoptosis. Thus, the lack 

of these same DDR-responsive miRNAs among 30TMZ-treated cells might suggest that 

the DNA damage induced by 30TMZ is either resolved within 36 h post-exposure, or 

tolerated to an extent that does not provoke significantly altered miRNA expression. 

Considering the distribution of the primary TMZ-induced adduct spectrum (N7-meG (> 

70%), N3-meA (≈ 9%), O6-meG (5%)) (Newlands et al., 1997), it is not unreasonable to 

assume that at sub-lethal doses, like 30TMZ, the primary source of DNA damage results 

from N3-meA and N7-meG adducts, as they constitute ≈ 80% of TMZ-induced lesions. 

However, these lesions are efficiently repaired by BER (Zhang, Stevens, and Bradshaw, 

2012), and may thus explain why the same DDR-responsive miRNAs that are observed 

36 h post-900TMZ exposure, is not observed for time-matched 30TMZ-treated cells. 

Turning attention to O6-meG, these lesions are not resolved in TK6 cells as they are 

MGMT deficient (Chapman, Doak, and Jenkins, 2015). In spite of this, it is possible that 

30TMZ might not result in sufficient O6-meG accumulation within our investigated time-

frame to elicit altered miRNA expression, especially considering it only constitutes ≈ 5% 

of the TMZ-induced damage spectrum. Nonetheless, even at low levels, O6-meG 

remains an adduct to be repaired, and thus retains genotoxic potential. This implies an 

underlying tolerance to O6-meG adducts induced by sub-lethal TMZ doses in TK6 cells. 

Thus, the question becomes, by what means do TK6 cells undermine O6-meG 

genotoxicity? Recall (Chapter 1), the genotoxic potential of O6-meG is underpinned by 

the MMR futile cycle. Specifically, it has been suggested that MMR precipitates stalled 

replication forks, which can lead to DSBs (Feitsma, Akay, and Cuppen, 2008; Gupta et 

al., 2018). Thus, it is reasonable to assume that mechanisms that can prevent stalled 

replication forks may contribute to a tolerance of O6-meG adducts. One such 

mechanism is DNA translesion synthesis (TLS), a mechanism known to be active in 
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TK6 cells (Tsuda et al., 2019; Inomata et al., 2021), and thus, could be its means of 

undermining low levels of O6-meG adducts. Consequently, this could explain why 

30TMZ-treated cells do not display a similarly altered miRNA expression profile as 

900TMZ-treated cells, 36 h post-exposure.   

Further supporting distinct miRNA profiles in TK6 cells exposed to sub-lethal and lethal 

TMZ doses, hierarchical clustering of log2(CPM) derived z-scores from different 

treatment groups revealed distinct miRNA expression patterns as indicated by a 

dendrogram (Fig. 12). Specifically, 36 h post-exposure to 900TMZ emerged as a distinct 

miRNA profile, suggesting 36 h post-exposure as an important time-point in the cellular 

response to lethal DNA damage. Admittedly, the nature of this data set does not allow 

resolution of absolute directional changes in miRNA expression, and thus, was regarded 

a largely qualitative representation of the presence of distinct miRNA expression 

patterns, thereby informing subsequent analyses. To that end, miR-29b-3p, miR-363-

5p, and miR-485-3p were selected, and expression patterns were validated with qRT-

PCR (Fig. 13). Indeed, these miRNAs were found to be differentially expressed between 

30TMZ and 900TMZ, specifically at 36 h post-exposure, thereby confirming our earlier 

suggestion based on hierarchical clustering of log2(CPM) derived z-scores, that 36 h 

post-exposure is an important time-point in response to lethal and sub-lethal DNA 

damage. Importantly, 900TMZ-treated cells did not only have significantly lower 

expression of each of these miRNAs when compared to 30TMZ-treated cells at 36 h 

post-exposure, but it also decreased significantly over time (4 h – 36 h), suggesting 

these miRNAs to be both dose-, and time-responsive. Similarly, miR-363-5p decreased 

significantly with time among 30TMZ-treated cells, thus suggesting miR-363-5p to be 

both dose-, and time-responsive among sub-lethal and lethal TMZ doses.  
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The concept of differential miRNA expression patterns in response to varying degrees 

of DNA damage is gaining traction, and our results fit well within the reported dose 

responsive miRNA landscape. For example, mice exposed to sub-lethal or lethal doses 

of radiation exhibit different serum miRNA profiles (Acharya et al., 2015). While miR-

187-3p, miR-194-5p, and miR-27a-3p were significantly downregulated 24 h after lethal 

radiation exposure, miR-30c-5p and miR-30a-3p were significantly upregulated when 

compared to sub-lethal doses. Another example is reported by Kumar, Ghosh, and 

Chandna (2015) that observed miR-31 upregulation in response to lethal radiation and 

likewise, downregulation in response to sub-lethal radiation in insect cells with an 

apoptotic mechanism, and miR-31, that is conserved between insects and mammals. 

MiR-31 upregulation corresponded to increased apoptosis, as indicated by caspase-3 

activity. Moreover, the authors suggested miR-31 to promote apoptosis, at least in part, 

by promoting mitochondrial translocation of BAX in a BIM-dependent manner. Strikingly, 

miR-31 transfection maintained a pro-apoptotic phenotype even in the absence of 

radiation. MiR-96 expression has also been demonstrated to be dose-dependent as 1 

– 2 µg/mL cisplatin, or 1 – 2 µM dox can significantly induce its expression after 24 h, 

whereas higher doses (up to 10 µg/mL or 10 µM respectively) were either unable to do 

so, or to a lesser extent than that of the lower doses (Lang et al., 2018). The authors 

suggested miR-96 to inhibit FOXO1, which in turn caused p21 repression, thereby 

supporting a pro-survival phenotype. Moreover, although not explicitly measuring 

apoptosis, miR-96 over-expression decreased cell death rate based on the fraction of 

PI positive cells. These findings are supported by that of Wang et al. (2020) that 

demonstrated miR-3174 to inhibit apoptosis by antagonising FOXO1 in hepatocellular 

carcinoma cells. Another example is described by Leslie et al. (2018) that showed miR-

103 and miR-107 are significantly upregulated by lethal doses of dox, whereas sub-
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lethal doses were less/unable to do so. In turn, miR-103 and miR-107 inhibited low-

density lipoprotein receptor-related protein (LRP1), thereby promoting apoptosis. LRP1 

is known to mediate anti-apoptotic functions by promoting AKT pathway activation 

(Fuentealba et al., 2009). Although, the association between lethal doses and LRP1 

may be more applicable to miR-103, as miR-107 was also significantly upregulated after 

sub-lethal doses, albeit less than at lethal doses. Although these studies indicate 

differential miRNA expression at varying treatment doses (and by extension, DNA 

damage), interpretations should be made with caution as ‘lethal’ and ‘sub-lethal’ doses 

may be context-dependent descriptors likely to differ between studies. 

The question becomes, 1) Why are miRNAs differentially expressed in response to 

different levels of genotoxicity? 2) How is this related to cell fate? While the 

aforementioned studies implicate some miRNAs in a DNA damage responsive context, 

our study provides an expansive extrapolation of DE miRNAs in a dose-, and time-

dependent context. Consequently, we were able to perform functional enrichment and 

identify dose-, and time-dependent changes in biological processes (Figs. 14 – 17). 

Perhaps the most telling observation is the disparity between functionally enriched 

terms of 30TMZ-, and 900TMZ-treated cells, 36 h post-exposure. Specifically, 900TMZ-

treated cells 36 h post-exposure had the negative regulation of apoptotic process term 

among the top ten functionally enriched biological processes, that ultimately implies a 

pro-apoptotic outcome (Fig. 17). This is not unexpected given our previous observations 

that 900TMZ-treated cells have a predominantly apoptotic phenotype 36 h post-

exposure (Chapter 1). Moreover, enrichment of protein phosphorylation and positive 

regulation of protein phosphorylation fits well within the context of DDR signalling. Recall 

that the DDR is driven by a cascade of phosphorylations and dephosphorylations to 

effect specific cell fates. Regarding 30TMZ-treated cells at the same time-point, no 
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functionally enriched terms were identified, and thus, could be construed as 

confirmation of its sub-lethal status (Chapter 1). Moreover, the absence of any enriched 

pathways among these cells could also suggest that 36 h post-exposure, 30TMZ-

treated cells have largely recovered from the TMZ-induced insult, and now 

approximates homeostasis. However, this contrasts our earlier observations (Chapter 

1), that 36 h post-30TMZ exposure, cells are still predominantly arresting in G2-phase. 

It is plausible that the changes in miRNA expression that might have brought about the 

G2-arrest occurred 18 h post-30TMZ exposure, acting as initiators to set in motion the 

molecular mechanisms that facilitate cell cycle arrest. In this capacity as initiators, it 

makes sense that continuous altered miRNA expression is not required, and thus 

explains the absence of functionally enriched terms related to cell cycle arrest, 36 h 

post-30TMZ exposure. This assumption is supported by the functionally enriched terms 

identified 18 h post-exposure to 30TMZ (Fig. 15). Particularly, positive regulation of cell 

population proliferation, which could imply a cell cycle arrest phenotype, given the 

primarily repressive role of miRNAs on the target genes from which these GO:BP terms 

are derived. However, miRNAs are increasingly reported to also have a positive 

regulatory role in gene expression, and thus, this assumption remains speculative 

(Vasudevan, 2012; Xiao et al., 2017; Xu et al., 2022). It is also interesting to note that 

18 h post-exposure to 30TMZ and 36 h post-exposure to 900TMZ, terms related to 

transcriptional regulation by RNA polymerase II were functionally enriched. Although 

this could just be indicative of transcriptomic changes, it is tempting to speculate that it 

stems from the regulation of miRNA transcription at these time-points, particularly as 

the most DE miRNAs were observed at these time-points within respective treatment 

groups. Admittedly, positive regulation of transcription by RNA polymerase II was also 

significantly enriched 18 h post-900TMZ exposure, though, to a much lesser extent than 
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that observed 36 h post-900TMZ exposure (q = 0.01 vs. q < 0.001). It is possible that 

the enrichment of this term 36 h post-900TMZ exposure is a continuation of the one 

observed 18 h post-exposure and may be required to precipitate the significant 

downregulation of miR-29b-3, miR-363-5p, and miR-485-3p that is seen when 

expression levels are compared between 30TMZ-, and 900TMZ-treated cells, 36 h post-

exposure.  

It is telling that significant differences in miR-29b-3p, miR-363-5p, and miR-485-3p 

expression occurred 36 h post-exposure when comparing 30TMZ and 900TMZ. 

Specifically, the expression of these miRNAs were significantly repressed among 

900TMZ-treated cells, as compared to those treated with 30TMZ (Fig. 13). This time-

point corresponds with the previously reported assertion that TMZ requires at least two 

replicative cycles to exert its full genotoxic potential (Quiros, Roos, and Kaina, 2010). 

Thus, it is tempting to speculate that these miRNAs are pro-survival/anti-apoptotic e.g., 

promoting DNA repair and cell cycle progression, and thus need to be repressed when 

DNA damage occurs to maintain DNA replicative fidelity. Indeed, miR-29b-3p has been 

reported to be anti-apoptotic. For example, miR-29b-3p transfected human 

cardiomyocytes are protected against hypoxic-induced apoptosis by directly targeting 

TRAF5 (Cai and Li, 2019). Similarly, miR-29b-3p has been demonstrated to inhibit 

apoptosis and promote proliferation in breast cancer cells in a NF-κβ-dependent manner 

by directly targeting TRAF3 (Zhang et al., 2019). However, miR-29b-3p can also be pro-

apoptotic, as miR-29b-3p transfected NSCLC cells showed increased sensitivity to 

cisplatin as indicated by increased apoptosis and BAX expression, and decreased 

proliferation. The authors attributed this to miR-29b-3p directly targeting COL1A1 (Jia 

and Wang, 2020). Incidentally, COL1A1 was also identified as a putative target for both 

miR-29b-3p, and miR-363-5p in our bioinformatics analysis (discussed in Chapter 3). 
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Showing similar duality in effecting cell fates, miR-485-3p has been reported to be both 

pro-, and anti-apoptotic. For example, miR-485-3p has been reported to upregulate BAX 

and caspase-3, and downregulate Bcl-2 in renal carcinoma cells, an effect that was 

partially reversed by circHIPK3-mediated sponging of miR-485-3p (Lai et al., 2020). 

Contrarily, miR-485-3p can promote proliferation and inhibit apoptosis in chondrocytes 

by targeting NOTCH2, thereby negatively impacting the NF-κβ pathway (Zhou et al., 

2021). The involvement of miR-363-5p in cell fate determination is not well described. It 

has been reported that miR-363-5p has no detectable effect on apoptosis in transfected 

squamous carcinoma cells, however, it is reportedly anti-proliferative, despite having 

caused marked upregulation of EGFR (Khuu et al., 2014), a proto-oncogene with 

proliferative and anti-apoptotic functions (Wee and Wang, 2017). These examples 

demonstrate the molecular ambivalence of miRNA-mediated regulation that underpins 

the complexity of cell fate determination. 

Notwithstanding the molecular ambivalence of miRNAs, unravelling its involvement in 

cell fate determination is further complicated by miRNA-DDR protein cross-talk. Our 

data demonstrated p53 protein levels to be significantly positively correlated with time 

post-exposure to both 30TMZ and 900TMZ (Fig. 18). Moreover, all miRNAs tested were 

negatively correlated with time post-exposure to both 30TMZ and 900TMZ (Figs. 19 

and 20). However, among 30TMZ-treated cells, only miR-363-5p showed a significant 

negative correlation with time, whereas all miRNAs among 900TMZ-treated cells 

showed a significant negative correlation with time. Given the opposing directions in 

which p53 and the miRNAs are regulated in response to TMZ could be suggestive of a 

miRNA-regulatory role for p53. Supporting this assertion is our previous observations 

that p53 protein levels are significantly increased among 900TMZ-treated cells, as 

compared to 30TMZ-treated cells at 4 h, 18 h, and 36 h post-exposure (Chapter 1). 
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Thus, it is tempting to speculate that among 30TMZ-treated cells, miR-29b-3p and miR-

485-3p did not show a significant negative correlation with time, because this dose does 

not facilitate sufficient p53 accumulation. Contrastingly, among 900TMZ-treated cells in 

which p53 levels were significantly increased at every time-point as compared to 

30TMZ-treated cells (Chapter 1), a significant negative correlation of all miRNAs with 

time post-exposure was observed. This further implicates p53 as a potential negative 

regulator of miR-29b-3p, miR-363-5p, and miR-485-3p. 

Admittedly, a direct correlation between miRNA and p53 levels would provide more 

insight regarding any existing relationship. However, the nature of our data limits the 

statistical appropriateness of such a correlation. Nonetheless, an approximation of what 

such a correlation might look like can bee seen in Appendix D. Indeed, our data 

demonstrated a significant negative correlation between p53 protein levels and miR-

363-5p expression among 900TMZ-treated cells. Specifically, as p53 levels increased, 

the level of miR-363-5p decreased (Appendix D Fig. 38). Moreover, while our 

classification of a significant correlation deemed the relationship between p53 and miR-

29b-3p, and miR-485-3p to be respectively non-significant, it is likely a consequence of 

an overly conservative, but necessary, approach. Specifically, 7 of 9 correlation 

combinations between p53 and miR-29b-3p showed a significant negative correlation. 

Similarly, 2 of 3 correlation combinations between p53 and miR-485-3p showed a 

significant negative correlation. Contrastingly, no correlation was observed between p53 

and miRNAs among 30TMZ-treated cells. Admittedly, it could be argued that the 

seemingly random distribution of the data (Appendix D Fig. 37) does not lend itself well 

to a Spearman correlation test. However, the absence of a clear monotonic relationship 

between p53 and miRNAs among 30TMZ-treated cells is, in itself, indicative of a 

differential response as compared to 900TMZ-treated cells. While correlation does not 
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presume causation, it is tempting to speculate that the expression of miRNAs is tied to 

DDR protein levels. Specifically, p53 has been known to regulate, and be regulated by 

miRNAs.  

P53 can regulate miRNAs both transcriptionally, and post-transcriptionally. 

Mechanistically, this entails direct or indirect interaction of p53 with miRNA promoters 

or their host genes, or with miRNA biogenesis machinery respectively (Fig. 22, Chapter 

3). For example, p53 is well-known to directly transactivate miR-34 (Bommer et al., 

2007; Chang et al., 2007). Specifically, miR-34a is a transcriptional target of p53 and 

promotes p53 functions either by positive regulation, or in support of a specific 

phenotype, e.g., apoptosis. This was observed by Bommer et al. (2007) that 

demonstrated Bcl-2 as a target of miR-34a.  

Furthermore, miR-22 has been demonstrated as pro-apoptotic as evidenced by 

upregulated BAX and caspase-3 in miR-22 transfected, lipopolysaccharide (LPS)-

treated human glial cells (Yu, Zeng, and Sun, 2018). Importantly, the authors suggested 

miR-22 to be regulated by p53, as p53 inhibition resulted in significant miR-22 inhibition. 

Another example is that of miR-145 that has pro-apoptotic functions. In addition to 

promoting extrinsic apoptosis (discussed in Chapter 3) (Zaman et al., 2010), miR-145 

can also induce apoptosis in several breast cancer cell lines, even in the absence of 

DNA damage (Spizzo et al., 2010). Mechanistically, miR-145 augments the 

transcriptional capabilities of p53 as evidenced by induced PUMA and p21 following 

miR-145 transfection. Additionally, p53 induction corresponded with miR-145 

expression, suggesting a positive feedback loop. Similarly, p53 is suggested to 

transcriptionally regulate miR-192, miR-194, and miR-215 in multiple myeloma cells, as 

p53 upregulation corresponded with concomitant upregulation of the respective 

miRNAs. Subsequently, these miRNAs promote p53 stabilisation by antagonising 
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MDM2, thus forming a positive feedback loop. Noteworthy is that miR-192 and miR-215 

can be classified as pro-apoptotic as they were demonstrated to target both insulin-like 

growth factor (IGF-1) and IGF-1R (Pichiorri et al., 2010), which are components of the 

pro-survival IGF-1/PI3K/AKT pathway (Zhang et al., 2018).  

MiR-605 has also been suggested to promote apoptosis indirectly by disrupting the p53-

MDM2 interaction. Interestingly, the authors demonstrated miR-605 to promote 

apoptosis, comparable to the effect of dox. Though, this effect is likely a result of miR-

605 supporting p53 liberation from MDM2, rather than direct participation in the 

apoptotic pathway. Moreover, miR-605 is also reportedly under the transcriptional 

control of p53 that interacts with its host gene, protein kinase CGMP-dependent 1 

(PRKG1), thus forming a positive feedback loop (Xiao et al., 2011). This exemplifies 

how p53 can promote miRNA expression by host gene upregulation in its capacity as a 

transcription factor. This relates to the observations of Barsotti et al. (2012) that 

identified plasmacytoma variant translocation 1 (PVT1) as a transcriptional target of 

p53. Importantly, PVT1 hosts miR-1204, which was demonstrated to increase the sub-

G1 fraction among untreated, transfected colorectal cancer cells. Although sub-G1 is 

often used to indicate cell death, this approach is fallible as sub-G1 denotes DNA 

fragmentation which can also result from mechanical stresses during sample 

processing, or non-apoptotic chromosomal fragmentation (Darzynkiewicz et al., 1997). 

Nonetheless, miR-1204 was capable of upregulating p53 protein levels following 

transfection, thus suggesting a p53-miR-1204 positive feedback loop.  

Another pro-apoptotic miRNA is described by Yang et al. (2017), showing miR-15a to 

antagonise anti-apoptotic, neuronal apoptosis inhibitory protein (NAIP), in vitro. 

Although miR-15a expression was induced by p53 upregulation, the authors suggest 

p53 to regulate miR-15a post-transcriptionally, as only pre-miRNA-15a was induced by 
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p53 upregulation, and not pri-miR-15a. Furthermore, while miRNA (or miRNA host 

gene) promoter transactivation constitutes transcriptional regulation, the observations 

by Yang et al. suggests p53 can extend miRNA induction post-transcriptionally. For 

example, p53 promotes pri-, to pre-miRNA maturation of miR-16-1, miR-143, and miR-

145 by interacting with DROSHA through DDX5 (Suzuki et al., 2009). Incidentally, each 

of these miRNAs have pro-apoptotic tendencies. While miR-16 and miR-145 have been 

discussed previously, miR-143 contributes toward apoptosis by inhibiting Bcl-2 (Li et al., 

2016). Of note, miR-16-1-3p was found to be differentially expressed in our study, 36 h 

post-exposure to 900TMZ (Table 8). This makes sense given the predominantly 

apoptotic phenotype observed among these cells at this time-point. 

While all the aforementioned examples portray a stimulatory role for p53 in the context 

of miRNA upregulation, p53 can also repress miRNA levels. For example, p53 

competent colorectal cancer cells treated with either, etoposide, hydrogen peroxide, or 

UV, caused a significant reduction in let-7a and let-7b, while this was not observed in 

p53 depleted cells. Additionally, the authors suggested this p53-mediated repression of 

let-7a and let-7b to be ATM dependent, as repression of these miRNAs were not 

observed in ATM-/- fibroblasts (Saleh et al., 2011). However, it should be noted that this 

ATM dependence may be contingent on DNA damage that is preferentially detected by 

ATM. It could be argued that it is less about the upstream DNA damage detecting 

kinase, and more about the resulting stabilisation of p53, which can also be achieved 

by ATR. Consequently, while let-7a and let-7b repression is p53-dependent, p53 

stabilisation is facilitated by both ATM and ATR, and is thus DNA damage dependent. 

Another example of p53-mediated miRNA repression is described by Liang et al. (2013). 

The authors describe p53 and the NF-κβ p65 subunit to individually and co-operatively 

bind and repress the miR-224 host gene, GABRE, in murine granulosa cells. Individual 
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or combined inhibition of p53 and p65 caused a significant increase in pri-miR-224, 

which resulted in miR-224-mediated repression of SMAD4, causing increased 

proliferation. Incidentally, miR-224-5p is among the DE miRNAs identified in 900TMZ-

treated cells, 36 h post-exposure (Table 8). 

Another example pertains to the miRNA cluster, miR-17-92, that is directly repressed 

by p53 in colorectal cancer cells during hypoxic conditions (Yan et al., 2009). 

Importantly, miR-17-92 is a paralogue of the miR-106a-363 cluster that contains miR-

363-5p (Mogilyansky and Rigoutsos, 2013), an miRNA relevant to our study. 

Interestingly, this p53-mediated repression was not limited to hypoxic conditions, but 

was also observed in response to DNA damage following 0.3 μM dox treatment. 

Moreover, over-expression of the miR-17-92 cluster in p53 competent colorectal cancer 

cells significantly reduced apoptosis, suggesting the miR-17-92 cluster to be anti-

apoptotic. Similarly, miR-18a, a constituent of the miR-17-92 cluster, is inhibited by p53 

as demonstrated in rat cardiac cells and tissue (Huang et al., 2017). At this point it is 

worth noting that the aforementioned p53-mediated miRNA repression is observed in 

human, mouse, and rat cells, suggesting it to be a p53-mediated process that is 

conserved across multiple species. 

Notwithstanding statistical appropriateness, the literature clearly provides a basis for 

our observations of a significant negative correlation between p53 protein levels and 

miR-363-5p tested among 900TMZ-treated cells. Particularly considering that miR-363-

5p is a constituent of the miR-106a-363 cluster, which is a paralogue of the 

aforementioned miR-17-92 cluster. In addition to its ability to interact with DNA directly, 

p53 can also regulate intermediary proteins to effect a miRNA repressing response. For 

example, representative miRNAs of the miR-17-92, miR-106b-25, and miR-106a-363 

clusters have been shown to be transcriptionally upregulated by E2F1 in human 
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fibroblasts (Brosh et al., 2008). Importantly, the authors showed that E2F1 is 

transcriptionally and post-transcriptionally inhibited by p53, thereby repressing the 

expression of the aforementioned miRNAs. Further supporting the notion that E2F1 

transactivates miRNAs, Luo et al. (2016) showed quail muscle cells transfected with an 

E2F1-expressing construct to have significantly increased expression of pri-miR-17-92 

and pri-miR-106a-363 while the reverse was true when transfected with si-E2F1. Of 

note, while research regarding the transactivation of miR-485-3p is limited, E2F1 is one 

of its predicted transcription factors (TransmiR v2.0 (https://www.cuilab.cn/transmir); 

Wang et al., 2010; Tong et al., 2019). Another transcription factor influencing miRNA 

expression is SOX2. SOX2 has been demonstrated to directly upregulate miR-29b in 

SOX2-transduced murine embryonic fibroblasts (Guo et al., 2013). Furthermore, p21, a 

well-known product of p53 activation, has been shown to bind and repress the SOX2 

enhancer, SRR2 in murine neuronal stem cells, resulting in SOX2 inhibition (Marqués-

Torrejón et al., 2013). Interestingly, canonical E2F1 repression during cell cycle arrest 

is also facilitated by p21. Taken together, it is clear that p53 has a role in the positive 

and negative regulation of miRNA expression, which can be direct (e.g., interacting with 

miRNA promotors) or indirect (e.g., transcriptional activation of intermediary proteins 

capable of miRNA regulation). In context of our findings, it is tempting to speculate a 

causal relationship between increased p53 expression and decreased miR-29b-3p, 

miR-363-5p, and miR-485-3p expression, considering that each of these are empirically 

determined, or predicted to be transactivated by E2F1 or SOX2, both of which are 

directly or indirectly repressed by p53. Therefore, we propose ATR-Chk1-p53 as a novel 

regulatory pathway of miR-29b-3p, miR-363-5p, and miR-485-3p. 
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3.1. Introduction 

3.1.1. Overview of apoptosis  

Thus far, we have discussed the DDR and how it might relate to specific DNA damage 

responsive miRNAs. Equally important, however, is the exact role of miRNAs in 

promoting or impairing specific cell fates. Of particular importance to this thesis is how 

DNA damage responsive miRNAs might influence apoptosis. In order to appreciate how 

miRNAs can impact apoptosis, the apoptotic landscape and its individual components 

needs to be discussed. Recall (Chapter 1; Fig. 21) that apoptosis comprises two main 

pathways, intrinsic (mitochondrial) and extrinsic (receptor-mediated). The intrinsic 

pathway relies on pro-apoptotic proteins to compromise the mitochondrial outer 

membrane. Perhaps the most extensively researched regulators of the intrinsic 

apoptotic pathway are the Bcl-2 family of apoptosis regulating proteins. Broadly, these 

are classified as either pro-apoptotic (e.g., BOK, BAK, and BAX) or anti-apoptotic (e.g., 

Bcl-2, Bcl-xL, and Mcl-1). Moreover, BH3-only proteins (e.g., BAD, BID, BIM, PUMA, 

and NOXA) are a subset of pro-apoptotic regulators that, as the name suggests, only 

contains a BH3 domain. This domain allows BH3-only proteins to interact with both pro-

, and anti-apoptotic regulators. While interactions with anti-apoptotic proteins are 

inhibitory, those with pro-apoptotic proteins can be activating. Thus, BH3-only proteins 

both directly and indirectly promote apoptosis (Elmore, 2007; Edlich, 2018; Galluzzi et 

al., 2018).  

Among pro-apoptotic Bcl-2 proteins, BOK, BAX, and BAK are the only ones 

demonstrated to be capable of mitochondrial outer membrane permeabilisation 

(MOMP) (Galluzzi et al., 2018). BAX and BAK are antagonised by anti-apoptotic Bcl-2 

proteins. It has been suggested that BAX and BAK have differential binding specificities 
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to anti-apoptotic Bcl-2 proteins. For example, while Bcl-xL binds both BAX and BAK, 

Bcl-2 preferentially interacts with BAX, whereas Mcl-1 interacts with BAK (Chen et al., 

2015; Einsele-Scholz et al., 2016; Galluzzi et al., 2018). Unlike BAX and BAK, BOK is 

impervious to Bcl-2 inhibition. Rather, BOK is degraded in a glycoprotein 78 (GP78)-

dependent manner as part of ER-associated degradation (ERAD) (Llambi et al., 2016). 

GP78 is an E3-ubiquitin ligase that ubiquitinates BOK, thus facilitating proteasomal 

degradation (Joshi et al., 2017). The activity of BAX and BAK is governed by BH3-only 

proteins that induces a conformational change through direct interaction, and ultimately 

facilitates hetero-, and homo-oligomerisation required for MOMP (Galluzi et al., 2018). 

Of note, only certain BH3-only proteins serve in this direct capacity to activate BAX and 

BAK, including BID, BIM, PUMA, and NOXA (Kim et al., 2009; Galluzi et al., 2018). 

However, other BH3-only proteins, including BAD and NOXA, indirectly promote BAX 

and BAK activation by sequestering anti-apoptotic proteins. In contrast to BAX and BAK, 

BOK exists in a less stable conformation and thus does not require BH3-only proteins 

to induce a conformational change and subsequent activation (Zheng et al., 2018). 

Following MOMP, pro-apoptotic proteins are leaked from the intermembrane space, 

including cytoC, endonucleases (e.g., CAD), and second mitochondrial activator of 

caspases (SMAC). Arguably, cytoC is the principal pro-apoptotic component as it serves 

as a molecular signal to continue with apoptosis, forming the apoptosome. Incidentally, 

miR-34a has been suggested to target cytoC in cerebrovascular endothelial cells, 

causing mitochondrial dysfunction (Bukeirat et al., 2016). However, whether cytoC is a 

direct target of miR-34a remains speculative, as the authors did not experimentally 

confirm miR-34a-cytoC interaction, but rather inferred interaction based on reduced 

cytoC levels. The apoptosome is a multimeric construct of cytoC, APAF1, and pro-

caspase-9. This structural arrangement allows for pro-caspase-9-pro-caspase-9 and 
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pro-caspase-9-APAF1 dimerisation, which cleaves pro-caspase-9, forming active 

caspase-9. Subsequently, caspase-9 activates executioner caspases (e.g., caspase-

3/7) that digests cellular components. SMAC promotes apoptosis by antagonising 

inhibitors of apoptosis (IAP), foremost of which is X-linked IAP (XIAP). XIAP impedes 

apoptosis by inhibiting caspase activity. Regarding leaked endonucleases, this is a ‘late 

stage’ event that serves to digest DNA and may be construed as a commitment to 

apoptosis. Particularly, caspase-3 activates CAD by cleaving it from its inhibitory dimer 

complex, ICAD-CAD. Subsequently, CAD serves as the predominant facilitator of DNA 

fragmentation (Nagata et al., 2003). The final stage of apoptosis involves phagocytic 

uptake of the dead cell in a process known as efferocytosis. This is achieved by 

externalisation of phosphatidylserine from the membrane of apoptotic cells, which 

serves as a cue to phagocytes (e.g., macrophages) to phagocytose the cell (Elmore, 

2007; Kim et al., 2009; Einsele-Scholz et al., 2016; Llambi et al., 2016; Galluzzi et al., 

2018; Zheng et al., 2018).  

Similar to the intrinsic pathway, the extrinsic apoptotic pathway relies on caspase 

activation, though mediated through death receptors. Perhaps best described are the 

receptors of the TNF superfamily and their respective ligands. These include FAS, 

TNFR1, DR4, and DR5 receptors with corresponding ligands FASL, TNF-α, and TNF-

related apoptosis-inducing ligand (TRAIL), respectively. In the context of apoptosis 

induction, some variability exists between these death receptor pathways, particularly 

regarding TNF-α-TNFR1, which primarily functions in an immunological context 

(Wayant, Pfizenmaier, and Scheurich, 2003). Therefore, only FAS, DR4, and DR5 will 

be discussed as ‘canonical’ extrinsic apoptosis pathways. Upon stimulation by their 

cognate ligands, these transmembrane receptors undergo a conformational change that 

facilitates recruitment of adapter proteins to their intracellular (cytoplasmic) death 
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domains. One such adapter protein is Fas-associated death domain containing protein 

(FADD). Adapter recruitment is required as it contains a death effector domain (DED) 

that facilitates recruitment of initiator pro-caspases-8/10, thereby forming the death 

induced signalling complex (DISC). The DISC allows pro-caspases-8/10 to become 

active caspases-8/10. Analogous to the function of anti-apoptotic Bcl-2 proteins in the 

intrinsic pathway, DED-containing proteins can impede initiator caspase function 

(Elmore, 2007; Galluzzi et al., 2018). Primarily, cFLIP can inhibit caspase-8/10 at the 

level of the DISC (Safa, 2013).  

Following caspase-8/10 activation, signalling can proceed in two ways, dependent on 

whether mitochondrial-independent or dependent mechanisms will subsequently be 

used to facilitate apoptosis. This distinction was described by Scaffidi et al. (1998), 

classifying mitochondrial-independent mechanisms as ‘type 1’ cells, while cells relying 

on mitochondrial-dependent mechanisms were termed ‘type 2’. This classification has 

since been extended by Ӧzӧren and El-Deiry (2002), suggesting the ability of cells to 

cleave BID (into tBID) as a determinant of being type 1 or type 2. This stems from the 

ability of tBID to activate BAK and BAX in its capacity as a BH3-only protein, and thereby 

co-opting the intrinsic pathway as part of the extrinsic pathway. On the other hand, type 

1 cells are capable of directly activating subsequent executioner caspases (e.g., 

caspase-3) to induce apoptosis. 



129 
 

 

Figure 21. Overview of the apoptosis pathway in context of sub-lethal and lethal 
DNA damage.  

DNA damage is detected by ATM, or ATR that propagate ‘damage signals’ to Chk1/2 

by means of phosphorylation. In turn, pChk1/2 further propagate the signal, resulting in 

p53 activation. Depending on the severity of the DNA damage, signalling may follow the 

‘sub-lethal damage’ route, if the damage is tolerable/repairable, resulting in cell cycle 

arrest, DNA repair, and ultimately survival. However, if DNA damage is too severe, 

signalling may follow the ‘lethal damage’ route resulting in transcriptional activation of 

pro-apoptotic proteins, eventuating in apoptosis which can be mitochondrial (intrinsic), 

or receptor-mediated (extrinsic). Arrows represent activation whereas blunted ends 

indicate inhibition. Created on license from BioRender.com. 
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3.1.2. Pro-apoptotic miRNAs 

In Chapter 2, many pro-apoptotic miRNAs were discussed, particularly those regulated 

by p53 (Fig. 22). This section adds to that information and discusses pro-apoptotic 

miRNAs in the context of specific apoptotic pathways (i.e., intrinsic or extrinsic). For 

example, several miRNAs are known to regulate Bcl-2 proteins (directly and indirectly). 

Specifically, miR-1 inhibition decreases BAX and increase Bcl-2, conferring an anti-

apoptotic phenotype in a liver X-receptor (LXRα)-dependent manner (Cheng et al., 

2018). It was not clear whether LXRα is a direct target of miR-1, thus the pro-apoptotic 

capability of miR-1 requires mechanistic elaboration. These observations are 

reminiscent of the findings by Valledor et al. (2004) that reported LXR agonists to 

counteract Bcl-2 downregulation and BAX upregulation in response to LPS treatment of 

murine macrophages. Bcl-2 proteins are also substrates for miR-15a and miR-16-1, 

causing apoptosis in vitro (Cimmino et al., 2005). The authors confirmed induction of 

the intrinsic apoptotic pathway through increased APAF1 expression in miR-15a/16-1 

transfected chronic myelogenous leukaemia (CML) cells. MiRNA regulation also 

extends to extrinsic apoptosis. For example, miR-145 can upregulate TRAIL, in vitro 

(Zaman et al., 2010). Recall, TRAIL is part of a family of ligands that induce extrinsic 

apoptosis by dimerising with death receptors. Ultimately, this interaction facilitates 

caspase-8/10 activation, which in turn activates executioner caspases (Wang and El-

Deiry, 2003). 
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Figure 22. Transcriptional and post-transcriptional regulation of miRNAs by p53.  

Several miRNAs are under the direct transcriptional control of p53, whereas miR-16-1, 
miR-15a, miR-143, and miR-1915 are indirectly regulated by p53-mediated pri-to-pre-
miRNA maturation. While certain p53-regulated miRNAs can have dual contributions 
(orange), others (red) are apparently dedicated to apoptosis. Pointed arrows 
(activation), blunt arrows (inhibition). Note: Image adapted from Visser and Thomas 
(2021) and used with permission. Created on license from BioRender.com. 
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3.1.3. Anti-apoptotic miRNAs 

Given the multitude of pro-apoptotic miRNAs that has been discussed thus far, it is not 

unexpected that several anti-apoptotic miRNAs exist that likely function to maintain a 

physiological balance in uninjured cells, or when DNA damage is tolerable. Cao et al. 

(2017) demonstrated miR-504 to be anti-apoptotic in transfected smooth muscle cells 

as evidenced by significantly reduced levels of apoptosis and caspases-3/9. 

Furthermore, Bcl-2 was significantly upregulated in these cells. These observations 

were reversed upon transfection with a miR-504 inhibitor. Importantly, the anti-apoptotic 

capability of miR-504 is facilitated by directly targeting the 3’ UTR of p53, causing, 

amongst others, a significant reduction in BAX and p21 expression. Similarly, Li et al. 

(2011b) showed that miR-886-5p inhibited BAX in transfected non-cancerous cervical 

cells, whereas miR-886-5p inhibition promoted BAX and apoptosis in cervical cancer 

cells. MiR-183-5p also has anti-apoptotic and pro-proliferative functions in breast cancer 

cells, which has been suggested to involve direct inhibition of programmed cell death 

protein (PDCD4) (Cheng et al., 2016). PDCD4 inhibition was shown to reduce p21 and, 

to a lesser extent, p27 expression. While this observation supports the pro-proliferative 

effect of miR-183-5p, the authors did not elaborate on the observed anti-apoptotic effect. 

Nonetheless, PDCD4 has been reported to promote apoptosis by upregulating BAX and 

inhibiting Bcl-2 in colorectal cancer cells (Wang et al., 2019). This suggests that the anti-

apoptotic effect of miR-183-5p may result from PDCD4 inhibition. However, Eto et al. 

(2012) suggests PDCD4 to be inherently anti-apoptotic by inhibiting pro-caspase-3 

translation. Therefore, the underlying anti-apoptotic mechanism of miR-183-5p requires 

further exploration.  

MiR-24-3p can also impair p27 levels, though, unlike the observations of Cheng et al. 

(2016), this is through direct 3’ UTR interaction. MiR-24-3p was also capable of reducing 
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apoptosis as indicated by significantly elevated apoptotic levels when miR-24-3p was 

antagonised. Although p27 inhibition augments a pro-survival phenotype, it does not 

fully explain reduced apoptosis. However, miR-24a can inhibit APAF1 and caspase-9 

(Walker and Harland, 2009), which could potentially clarify the anti-apoptotic effect of 

miR-24-3p. Walker and Harland (2009) demonstrated that miR-24a can directly inhibit 

APAF1 and caspase-9, thus manifesting an anti-apoptotic phenotype, as evidenced by 

significantly less frog embryos undergoing apoptosis following miR-24a and 

hydroxyurea treatment. Relatedly, caspase-9 is also directly inhibited by miR-378 in 

murine tissues, thereby attenuating intrinsic apoptosis (Li et al., 2018). Furthermore, 

APAF1 is also suggested to be a substrate for miR-155, in vitro, thus exerting an anti-

apoptotic effect (Zang et al., 2012). MiR-155 and APAF1 exhibited an inverse 

relationship in lung cancer patient samples, with miR-155 expression being significantly 

elevated while APAF1 was significantly downregulated. Moreover, normal lung patient 

samples displayed significantly less miR-155, and significantly higher APAF1 levels 

than lung cancer samples. This relationship was further supported by similar apoptotic 

rate responses being obtained following either APAF1 or miR-155 inhibitor transfection 

into lung cancer cells, with and without cisplatin treatment. Of note, miR-155 inhibition 

increased apoptotic rate with and without cisplatin treatment. This exemplifies how 

miRNAs can be manipulated to coerce cell fate, both in the presence and absence of 

exogenous DNA damage.  

An miRNA-mediated anti-apoptotic effect is also described by Grieco et al. (2017) that 

demonstrated several BH3-only proteins to be targets of miR-23a-3p, miR-23b-3p, and 

miR-149-5p. The authors identified these miRNAs as pro-inflammatory cytokine 

responsive, noting an inverse relationship between miRNA and BH3-only mRNA 

expression. Specifically, these miRNAs were downregulated in response to pro-
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inflammatory cytokine, interleukin-1β (IL-1β) and interferon-γ (IFN-γ), treatment while 

BH3-only expression was upregulated in both human pancreatic β-cells, and primary 

pancreatic islets. Main targets of these miRNAs were reportedly death protein (DP5) 

and PUMA. However, miR-23a-3p inhibition also upregulated BAX and BIM, and miR-

149-5p inhibition upregulated BAX. Moreover, c-Jun upregulation was observed 

following miR-23a/b-3p inhibition. Upregulation of BAX, BIM, and c-Jun upon inhibition 

of the respective miRNAs emphasises a larger role in the apoptotic network. Inhibition 

of these miRNAs and consequent caspase-3 cleavage led the authors to conclude 

intrinsic apoptosis pathway activation. However, this does not preclude involvement of 

the extrinsic apoptosis pathway, as this also results in caspase-3 cleavage. Additionally, 

c-Jun is part of the c-Jun N-terminal kinase (JNK) pathway which is known to participate 

in both intrinsic and extrinsic apoptosis pathways (Roos, Thomas, and Kaina, 2016; 

Dhanasekaran and Reddy, 2017). Importantly, miR-23a/b-3p inhibition was able to 

significantly increase apoptosis in both pancreatic β-cells and primary pancreatic islets, 

even without cytokine treatment. These findings suggest that these miRNAs may be 

part of an inherent regulatory network that serves to suppress apoptosis during 

homeostasis, but becomes downregulated when cells are fated for apoptosis.  

A pro-survival phenotype has also been observed in murine embryonic stem cells 

(mESC), owing to BIM inhibition by miR-20a, miR-92a, and miR-302a, impairing intrinsic 

apoptosis (Pernaute et al., 2014). Transfection of DICER-depleted mESCs with these 

miRNAs resulted in decreased BIM levels. Importantly, DICER depletion increased 

apoptosis in these cells, and BIM inhibition partially alleviated it. Furthermore, while 

DICER depletion manifested an apoptotic phenotype, BIM -/- murine embryos resembled 

wild-type controls. These findings allude to BIM being the causative agent of apoptosis 

in mESCs, and miR-20a, miR-92a, and miR-302a can alleviate this by targeting BIM. 
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However, it is not clear whether these miRNAs target BIM directly. Thus miRNA-

regulated intermediary molecules (including other miRNAs) may exist that enacts BIM 

inhibition. To this end, BIM has been described as a target for several miRNAs. For 

example, Floyd et al. (2014) demonstrated miR-363 and miR-582-5p to be anti-

apoptotic in transfected glioblastoma cells by directly targeting BIM and caspase-3, and 

caspases-3/9, respectively. Similarly, Zhang et al. (2014b) showed miR-214 to be anti-

apoptotic by targeting BIM in nasopharyngeal carcinoma cells.  

Many of the anti-apoptotic miRNAs described thus far regulate intrinsic apoptosis, 

however, anti-apoptotic miRNAs are also described for the extrinsic apoptosis pathway. 

For example, both caspase-8 and -3 are direct targets of miR-24 and miR-221 

respectively, in vitro (Jin et al., 2018). Consequently, when transfected into 

hepatocarcinoma cells, these miRNAs can significantly decrease apoptosis in response 

to TRAIL treatment. Moreover, miR-25 is capable of inhibiting TRAIL-induced (extrinsic) 

apoptosis, by directly targeting its death receptor, DR4 (Razumilava et al., 2012). Recall, 

death receptors require adapter proteins to recruit and subsequently activate caspase-

8/10. FADD is such an adapter protein that couples intracellularly with death receptors 

(Schulze-Osthoff et al., 1998). Importantly, FADD and caspase-3 are direct targets of 

miR-155, which can result in impaired extrinsic apoptosis (Wang et al., 2011). Extrinsic 

apoptosis can also be impaired by inhibiting the recruitment of adapter proteins to the 

death receptor. PTEN facilitates FADD recruitment by mediating the displacement of 

the inhibitory protein, mitogen-activated kinase activating death domain containing 

protein (MADD), attached to the death receptor. Interestingly, displaced MADD can, in 

turn, displace pro-apoptotic BAX from inhibitory 14-3-3 proteins. Thus, PTEN can 

facilitate both intrinsic and extrinsic apoptosis (Jayarama et al., 2014). Incidentally, miR-

498 can suppress PTEN in miRNA-transfected/transduced breast cancer cells, 
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implicating it as a therapeutic target to promote both, intrinsic and extrinsic apoptosis 

pathways (Chai et al., 2018).  

3.1.4. MiRNAs in a clinical context 

MiRNAs are becoming well-established as regulators of cellular function. In particular, 

the expression pattern of miRNAs has proven useful as biomarkers of certain disease 

phenotypes (Bonneau et al., 2019). Perhaps best known is miR-34a in its role as a 

tumour-suppressor miRNA, or diagnostic/prognostic biomarker for cancers e.g., breast 

cancer (Imani et al., 2017), colorectal cancer (Rapti et al., 2017), and cervical cancer 

(Chen et al., 2017). From a clinical perspective, it is imperative to investigate the 

physiological relevance of miRNAs. Not only does this promote our understanding of 

endogenous regulatory networks, it also provides a plethora of avenues to explore that 

can lead to the development of novel cancer therapies. Particularly, the extensive 

involvement of miRNAs in both pro-survival and apoptosis pathways identifies them as 

candidate therapeutic targets, or treatment options in itself (Fig. 23; Table 9). Indeed, 

miRNA dysregulation among these pathways have sparked much research into the use 

of miRNA mimics or inhibitors as therapeutic options. For example, MRX34, a liposomal 

miR-34a mimic has recently entered a phase I clinical trial in patients with advanced 

solid tumours (Beg et al., 2017; Hong et al., 2020). However, the study was terminated 

due to severe adverse effects. Notwithstanding this, several other clinical trials are 

investigating the therapeutic application of miRNAs, e.g., MesomiR-1, a miR-16 mimic 

intended to treat mesothelioma and lung cancer that has completed phase I clinical trials 

(Hanna, Hossain, and Kocerha, 2019). Importantly, the use of miRNA mimics/inhibitors 

is not limited to oncology and may be useful in the remediation of diseases characterised 

by excessive cell death, e.g., Alzheimer’s disease (Behl, 2000), by impeding a switch 

from cell cycle arrest and DNA repair to apoptosis. 



137 
 

 

Figure 23. MiRNA regulation of the DDR. 

MiRNA-mediated regulation of the DDR at sub-lethal and lethal DNA damage. The canonical 
DDR pathway consisting of MRN, ATRIP-RPA, ATM, ATR, Chk1/2, and p53 (solid black lines) 
to facilitate DNA repair, cell cycle arrest, or apoptosis, and the hypothesised signalling cascade 
that results from sub-lethal (green) and lethal DNA damage (red). The influence 
of miRNAs (dashed lines) is also presented, and classified according to the likely cell fate that 
it facilitates, based on empirical evidence of their role in DNA damage sensitisation or resistance 
(survival (green), cell death (red), or unresolvable (black)). Note: Image taken from Visser and 
Thomas (2021) and used with permission. Created on license from BioRender.com. 

 

 

 

 

 

Nucleosomal 

unwinding to allow 

gene transcription 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/dna-damage-response
https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/ataxia-telangiectasia
https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/microrna


138 
 

Table 9. Examples of miRNAs as regulators of apoptosis 

Pro-death 

miRNA Tissue/Cell type Target Cell fate Reference 

miR-7–5p Lymphoblastoid cells NR Pro-apoptotic Luo et al. (2018) 

miR-15b/16–2 Human bronchial epithelial cells WIP1 Pro-apoptotic Rahman et al. (2014) 

miR-15a/16-1 Chronic myelogenous 
leukaemia cells 

Bcl-2 Pro-apoptotic Cimmino et al. (2005) 

miR-16 Glioma cells 

 

WIP1 Pro-apoptotic Zhan et al. (2017) 

miR-22 Glial cells NR Pro-apoptotic Yu, Zeng, and Sun (2018) 

miR-34a Colorectal cancer cells SIRT1 Pro-apoptotic Lizé, Pilarski, and 

Dobbelstein (2009) 

miR-34a/b/c-5p Colon cancer cells RAD51 Pro-apoptotic Chen et al. (2019) 

miR-126 Hepatocellular carcinoma cells PLK-4 Pro-apoptotic Bao et al. (2018) 

miR-143 Osteosarcoma cells Bcl-2 Pro-apoptotic Li et al. (2016) 

miR-145 Prostate cancer cells NR Pro-apoptotic Zaman et al. (2010) 

miR-185 Renal cell carcinoma cells ATR Pro-apoptotic Wang et al. (2013) 

miR-194–5p Glioblastoma cells IGF1R Pro-apoptotic Zhang et al. (2017) 

miR-421 Cervical carcinoma cells ATM Anti-survival Hu et al. (2010) 

miR-449 Colorectal cancer cells SIRT1 Pro-apoptotic Lizé, Pilarski, and 

Dobbelstein (2009) 

miR-506–3p Ovarian cancer cells SIRT1 Pro-apoptotic Xia et al. (2020) 

miR-526b Non-small cell lung cancer cells XRCC5 Pro-apoptotic Zhang et al. (2014a) 

miR-623 Breast cancer cells XRCC5 Pro-apoptotic Li et al. (2020) 

Pro-survival 

miR-23a-3p Pancreatic cells DP5 
PUMA 

Anti-apoptotic Grieco et al. (2017) 

miR-23b-3p Pancreatic cells DP5 
PUMA 

Anti-apoptotic Grieco et al. (2017) 

miR-24–3p Breast cancer cells 

Hepatocarcinoma cells 

p27 
 

Caspase-8 

Anti-apoptotic 

 

Lu et al. (2015) 

Jin et al. (2018) 

miR-25 Cholangiocarcinoma cells DR4 Anti-apoptotic Razumilava et al. (2012) 

miR-33b-3p Non-small cell lung cancer cells p21 Pro-survival Xu et al. (2016) 

miR-149–5p Pancreatic cells DP5 
PUMA 

Anti-apoptotic Grieco et al. (2017) 

miR-155 Lung cancer cells 

Nucleus pulposus cells 

APAF1 Anti-apoptotic Zang et al. (2012) 

Wang et al. (2011) 

miR-183–5p Breast cancer cells PDCD4 Anti-apoptotic Cheng et al. (2016) 

miR-214 Nasopharyngeal carcinoma 

cells 

BIM Anti-apoptotic Zhang et al. (2014b) 

miR-221 Hepatocarcinoma cells Caspase-3 Anti-apoptotic Jin et al. (2018) 
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miR-363 Glioblastoma cells BIM 
Caspase-3 

Anti-apoptotic Floyd et al. (2014) 

miR-504 Smooth muscle cells p53 Anti-apoptotic Cao et al. (2017) 

miR-582–5p Glioblastoma cells Caspase-3 
Caspase-9 

Anti-apoptotic Floyd et al. (2014) 

miR-886–5p Cervical cells BAX Anti-apoptotic Li et al. (2011b) 

Note -  table adapted from Visser and Thomas (2021) and used with permission. NR – 

not reported 
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3.1.5. Functional ambivalence of miRNAs 

Clearly, functional characterisation of miRNAs is clinically imperative. However, 

functional characterisation is no small feat given the dynamic nature of miRNAs in the 

context of the DDR and cell fate. In addition to our observations (Chapter 2), DE miRNA 

profiles have been described. As previously mentioned (Chapter 2), mice exposed to 

sub-lethal or lethal doses of radiation exhibit different serum miRNA profiles (Acharya 

et al., 2015). Recall, miR-187-3p, miR-194-5p, and miR-27a-3p were significantly 

downregulated 24 h after lethal radiation exposure, whereas miR-30c-5p and miR-30a-

3p was significantly upregulated when compared to sub-lethal doses. Interestingly, this 

was not a static change, as most miRNAs that were initially downregulated following 

lethal irradiation either became upregulated, beyond that observed at sub-lethal doses, 

or approached that of sub-lethal doses, beyond 3 days after irradiation. Moreover, 

miRNAs initially upregulated mainly remained elevated, though not always reaching 

significance.  

The aforementioned miRNA profiles embody the complexity of miRNA-mediated 

regulation, given the seemingly ambivalent function of the miRNAs involved. For 

example, as miR-187-3p, miR-194-5p, and miR-27a-3p were downregulated following 

lethal radiation, it is reasonable to assume that these miRNAs might be involved in 

certain cellular survival strategies, or are otherwise anti-apoptotic. Indeed, miR-187-3p 

can inhibit apoptosis by targeting the tumour suppressor, collapsin response mediator 

protein (CRMP1) (Ren et al., 2017). However, miR-187-3p can also inhibit HIPK3 (Hu 

et al., 2020), which is known to inhibit Fas-mediated apoptosis by phosphorylating 

FADD, thereby disrupting extrinsic apoptosis (Curtin and Cotter, 2004). Thus, miR-187-

3p may facilitate both apoptotic and anti-apoptotic outcomes. Moreover, HIPK3 houses 

circular RNA HIPK3 (circHIPK3) which has ambivalent functions in the context of 
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apoptosis. CircHIPK3 serves to ‘mop up’ miRNAs to exert an effect. For example, both 

miR-149-5p (Zhang et al., 2021) and miR-485-3p (Lai et al., 2020) are targets of 

circHIPK3. However, the outcomes may be contradictory as miR-149-5p inhibition can 

upregulate BAX, PUMA, and BIM, thus promoting apoptosis (Grieco et al., 2017), 

whereas inhibition of miR-485-3p inhibits apoptosis as miR-485-3p has been reported 

to upregulate BAX and caspase-3, and downregulate Bcl-2 (Lai et al., 2020). MiR-27a-

3p displays a similar duality in that, it has anti-apoptotic functions by inhibiting tumour 

suppressor, B-cell translocation gene (BTG1) (Su et al., 2019), but can also increase 

apoptosis in transfected hepatocellular carcinoma cells (Yang et al., 2021). 

Furthermore, miR-194-5p can induce apoptosis by targeting IGF1R (Zhang et al., 2017), 

but may also adopt an anti-apoptotic role in rat cardiomyocytes by attenuating AKT 

signalling (Zhang, Wu, Yang, 2021). 

Regarding miR-30c-5p and miR-30a-3p that were upregulated following lethal radiation 

(Acharya et al., 2015), no clear functional significance can be assigned. As with those 

miRNAs downregulated after lethal radiation, miR-30c-5p exhibits functional duality. 

MiR-30c-5p has been demonstrated to inhibit apoptosis in a hypoxia-inducible factor 

(HIF1)-mediated manner. HIF1 is a transcription factor known to combat apoptosis in 

hypoxic conditions (Flamant et al., 2010; Zou et al., 2017). Contrastingly, miR-30c-5p 

can promote apoptosis in transfected glioma cells by directly targeting Bcl-2 (Yuan et 

al., 2021). Literature predominantly portrays miR-30a-3p as pro-apoptotic as it has been 

shown to induce apoptosis by increasing the BAX:Bcl-2 ratio (Wei, Yu, and Zhao, 2019). 

Thus, miR-30a-3p may not necessarily display functional ambivalence, but its pro-

apoptotic tendencies could oppose the actions of miR-30c-5p, if it were to function in an 

anti-apoptotic capacity. 
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In context of the observations by Acharya et al., it is curious that miRNAs with potentially 

opposing functions were regulated in the same direction. For example, upregulation of 

pro-apoptotic miR-30a-3p and potentially anti-apoptotic miR-30c-5p appears 

counterintuitive. However, it is tempting to speculate a scenario in which these opposing 

miRNAs are co-regulated to form an inherent regulatory feedback network in which they 

counteract each other in an attempt to maintain a balance that is in line with the ensuing 

cell fate. Though plausible, this suggestion is based on miRNA functions observed in 

various biological contexts, and thus do not accommodate tissue-specific functions. 

Nonetheless, it provides insight to the complexity that underlies miRNA-mediated 

regulation of cell fate. 

3.1.6. Rationale 

MiRNA research began ≈ 30 years ago with the discovery of lin-4 (Rosalind, Feinbaum, 

and Ambros, 1993). Since then, our understanding of miRNAs have developed 

substantially, though, as evident from this chapter, much requires clarification. MiRNAs 

add another dimension to the clinical research landscape, extending it beyond genes 

and proteins as therapeutic avenues. While miRNAs are promising candidates for 

diagnostic and therapeutic application, their intricate involvement in homeostasis and 

the DDR creates both opportunities and challenges. Specifically, the ubiquitous 

involvement of miRNAs in a host of cellular responses and disease pathologies provide, 

in turn, a wide range of miRNAs that may be of diagnostic or therapeutic benefit. 

However, this requires functional characterisation of these miRNAs, which is not a ‘one 

size fits all’ approach, as these functions may be context-dependent. Particularly, the 

function of specific miRNAs within a network of miRNAs needs extrapolation, to account 

for (among others) miRNA-miRNA cross-talk (e.g., synergism). In an apoptotic context, 

miRNAs have been known to co-operate (synergise). For example, miR-34a and miR-
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34c co-operate to induce apoptosis, while individually they cannot (Rokhlin et al., 2008). 

Similarly, miR-30c and miR-181a co-expression yielded a more pronounced inhibition 

of apoptosis, by synergistically targeting the p53-p21 pathway (Raut et al., 2016). 

Additionally, miRNAs can also regulate each other, for example, ectopic miR-29c can 

significantly upregulate miR-34c and miR-449a in transfected nasopharyngeal 

carcinoma cells (Niu et al., 2016). Therefore, miR-29c may be regarded pro-apoptotic 

as both miR-34c (Li, Zhang, and Zheng, 2018) and miR-449a (Ye et al., 2014) contribute 

towards an apoptotic cell fate.  

Another consideration is cell state, that is, any condition that influences the homeostatic 

state of a cell and might influence miRNA expression. In Chapter 2, we showed that 

DNA damage can influence miRNA expression. In light of this, and considering miRNAs 

can influence each other (as discussed above), it is clear that the function of certain 

miRNAs may be contingent on cell state. Functional annotation of miRNAs in the context 

of cell state and miRNA-miRNA interaction could facilitate the identification of novel 

druggable targets, and/or miRNAs that may be suitable treatment options. While this 

requires expansive research, a logical starting point is defining the role of miRNAs within 

specific cellular contexts. In Chapter 2, we identified miR-29b-3p, miR-363-5p, and 

miR-485-3p as DNA damage responsive. Specifically, these miRNAs were significantly 

downregulated among 900TMZ-treated TK6 cells as compared to 30TMZ-treated cells. 

Given the respective lethal and sub-lethal nature (as empirically determined here) of 

these doses, it is not unreasonable to speculate that these miRNAs might have been 

downregulated because they function to inhibit apoptosis. Literature regarding miR-363-

5p in the context of the DDR and cell fate determination is extremely limited. In fact, the 

only substantive evidence that could be related to the DDR and cell fate, suggests miR-

363-5p to have an anti-proliferative function (Khuu et al., 2014; Chen et al., 2018; Hou, 



144 
 

Wang, and Du, 2020; Yin et al., 2021). Not only does this identify a knowledge-gap, but 

it also contrasts our hypothesis that miR-363-5p might be anti-apoptotic. Consequently, 

the function of miR-363-5p will be investigated in the context of the DDR and cell fate. 

Additionally, miR-29b-3p will be investigated, as it has been reported to both, promote 

apoptosis (Jia and Wang, 2020; Tang et al., 2022) and inhibit it (Cai and Li, 2019; Zhang 

et al., 2019; Xiao et al., 2022), thus implying its function to be context-dependent. While 

functional analysis of miR-485-3p is also warranted, logistical limitations only allowed 

miR-363-5p and miR-29b-3p to be investigated in the first instance.  

Aim:  

1. Manipulate miR-363-5p and miR-29b-3p levels in TK6 cells and observe its effect 

on cell fate. 
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3.2. Methods 

3.2.1. Determining the effect of miRNAs on TK6 cell fate 

3.2.1.1. Transfection with miRNA mimics 

All reagents used for transfection were purchased from Qiagen (Manchester, UK). To 

determine the influence of selected miRNAs on cell fate, TK6 cells were transfected with 

100 nM miR-363-5p (cat. YM00472894-AGA) or miR-29b-3p (cat. YM00473486-AGA), 

or a combination of 50 nM miR-363-5p and miR-29b-3p using HiPerfect™ transfection 

reagent. A scramble miRNA (YM00479902-AGA) was used as negative control at the 

same concentrations as miR-363-5p or miR-29b-3p. To determine transfection 

efficiency, TK6 cells were transfected with 100 nM AllStars™ Alexa Fluor 647 (AF647)-

labelled negative control siRNA and the proportion of positively transfected cells were 

determined by flow cytometry. Briefly, ≈ 1 x 106 transfected or untransfected cells were 

sampled, washed with PBS, and resuspended in PBS. Subsequently, flow cytometric 

analysis was performed as described in Chapter 1 (1.2.2.3) with the only exception 

being that the FL4-A channel was used to detect AF647 positive cells, as opposed to 

the FL1-A channel. Additionally, miR-363-5p transfected cells were assessed by qRT-

PCR as described in Chapter 2 (2.2.4) as a further indicator of successful transfection. 

Transfections were performed on ≈ 1 x 106 TK6 cells in complete RPMI by dropwise 

adding an equal volume of HiPerfect™-miRNA/siRNA transfection complex (prepared 

in serum-free RPMI according to manufacturer specifications). Subsequently, samples 

were topped up with a volume of complete RPMI that was 25% of the suspension 

volume (e.g., if 1 ml 1 x 106 TK6 cells were transfected with 1 ml transfection complexes, 

then 0.5 ml complete RPMI was added). Following this, cells were incubated under 

normal conditions for 12 h for transfection. After 12 h, the culture medium was replaced 
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with fresh complete RPMI and further incubated (≈ 22 h) until TMZ treatments were 

performed. Cells, transfected with AF647-labelled siRNA, to determine transfection 

efficiency, were sampled immediately after transfection, and samples used to validate 

transfection with qRT-PCR were collected 36 h post-transfection. This was done to 

determine whether the miRNA mimics would still be present at the time of TMZ 

treatment. 

3.2.1.2. Measuring DDR proteins in TMZ-treated transfected cells 

Transfected TK6 cells were treated with 30TMZ and 900TMZ and sampled 36 h post-

TMZ exposure. Subsequently, proteins were extracted and immunoblotted for key DDR 

proteins as described in Chapter 1 (1.2.3). 

3.2.1.3. Determining the influence of transfected miRNAs on the cell fate of TMZ-

treated cells 

Transfected TK6 cells were treated with 30TMZ and 900TMZ and sampled 36 h post-

TMZ exposure. Subsequently, samples were processed as described in Chapter 1 

(1.2.4; 1.2.5). 

3.2.1.4. Identification of putative targets for miR-363-5p and miR-29b-p 

To identify putative mRNA targets for miR-363-5p and miR-29b-3p, miRNet 2.0 

(https://www.mirnet.ca) (Chang et al., 2020) was used. MiRBase identifiers of miR-363-

5p and miR-29b-3p were entered into the online platform. Subsequently, miRTarBase 

(v.8) and TarBase (v.8) were selected to generate an interaction network. To reduce the 

density of the network, the ‘shortest path filter’ was applied.  

https://www.mirnet.ca/
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3.2.2. Statistical analysis 

Statistical analyses were performed using IBM SPSS Statistics v.28. Normality was 

assessed using Shapiro-Wilk test. Parametric data was analysed with either 

independent sample t-test or one-way ANOVA with Tukey’s test or Dunnett’s test as a 

post-hoc test depending on the type and number of comparisons made. Non-parametric 

data was assessed with either Mann-Whitney U test or Kruskal-Wallis test with 

Bonferroni test as a post-hoc test depending on the number of comparisons made and 

nature of the data. For all statistics p < 0.05 was considered statistically significant. 
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3.3. Results 

3.3.1. Validating miRNA transfection of TK6 cells 

To validate our suspension cell transfection protocol and determine if TK6 cells can be 

successfully transfected, the efficiency of TK6 cell transfection was measured using an 

AF647 tagged siRNA. Following transfection for 12 h, transfected viable TK6 cells 

expressed significantly (p < 0.001, ≈ 73%) more AF647 positive cells when compared 

to untransfected cells (0.01%) (Fig. 24). Additionally, untransfected TK6 cells had a 

significantly (p < 0.001, ≈ 92%) greater proportion of AF647 negative cells as compared 

to transfected cells (≈ 18%). Thus, transfection efficiency is estimated at ≈ 73%, using 

the protocol described. To further validate our transfection protocol, TK6 cell were 

transfected with 50 nM or 200 nM miR-363-5p or scramble miRNA (negative control) 

(Fig. 25). Total RNA was extracted from transfected TK6 cells 36 h post-transfection as 

a means to confirm that transfected miRNAs would still be present at the time of TMZ 

treatment. As expected, transfected cells expressed significantly (p = 0.03 (50 nM), p = 

0.013 (200 nM)) more miR-363-5p as compared to negative controls. 
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Figure 24. Validating TK6 cell transfection efficiency. 

TK6 cells were transfected with 100 nM AF647 tagged scramble siRNA for 12 h. 
Subsequently, siRNA was removed and TK6 cells were flow cytometrically assessed. 
Transfected cells had significantly more AF647 positive cells compared to untransfected 
cells, indicating successful transfection. Data represents mean + SD (error bars) of three 
(n = 3) biological replicates. Percentage AF647 positive or negative viable TK6 cells 
(A). Flow cytometry gating strategy (B). * Indicates statistical significance (p < 0.05) 
between comparisons (indicated by connecting lines), as determined by independent 
sample t-test. 
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Figure 25. Assessing TK6 cell transfection with miR-363-5p.  

TK6 cells were transfected with 50 nM (A) or 200 nM (B) miRNA negative control or 
miR-363-5p for 12 h. Subsequently, RPMI was replaced and TK6 cells were further 
incubated for 36 h, after which RNA was extracted and assessed by qRT-PCR for miR-
363-5p expression. Negative control samples were normalised against untreated 
controls, while miR-363-5p was normalised against negative controls. In each case, 
mimic transfected samples had significantly higher miR-363-5p expression compared 
to negative controls, indicating successful transfection. Data represents mean + SD 
(error bars) and is from three (n = 3) biological replicates. * Indicates statistical 
significance (p < 0.05) when compared to the negative control, as determined by 
independent sample t-test. 

* 

* 

A 

B 
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3.3.2. Assessing the effect of miR-29b-3p, miR-363-5p, and a 

combination of both on TK6 cell fate, 36 h post-exposure to 30TMZ or 

900TMZ. 

To determine if miR-363-5p or miR-29b-3p can influence cell fate, TK6 cells were 

transfected with 100 nM of either miRNA, or 50 nM of each in combination and treated 

with DMSO or TMZ. Sampling 36 h post-exposure, no effect on apoptosis was observed 

for any miRNA, alone or in combination, when comparing negative control and 

transfected counterparts (Fig. 26). Following the same procedure, TK6 cells were 

analysed to determine if these miRNAs influence cell cycle distribution (Fig. 27). DNA 

content analysis did not reveal any significant changes when comparing negative 

controls to transfected counterparts. To determine if these miRNAs influence individual 

DDR proteins that may not be reflected in functional end-points (i.e., apoptosis and cell 

cycle), key DDR proteins were assessed following miRNA transfection. As a 

representative, miR-363-5p was selected to investigate this notion. However, none of 

the DDR proteins assessed were significantly influenced by miR-363-5p transfection 

(Figs. 28 - 31). In an attempt to identify putative targets that may influence cell fate, 

bioinformatic analysis was performed. Interestingly, caspase-2 was predicted as a 

shared target between miR-363-5p and miR-29b-3p (Fig. 32). Indeed, further analysis 

revealed three putative binding sites for miR-363-5p in the 3’ UTR of caspase-2. 

However, miR-363-5p did not significantly influence caspase-2 in transfected TK6 cells 

(Fig. 33). Incidentally, 900TMZ-treated TK6 cells showed significantly decreased 

caspase-2 protein levels among both negative control (p < 0.001) and miR-363-5p 

transfected (p = 0.006) cells, as compared to respective 30TMZ-treated counterparts. 
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Figure 26. The influence of miR-363-5p and miR-29b-3p on TK6 cell apoptosis.  

TK6 cells were transfected with 100 nM miR-363-5p or miR-29b-3p, or 50 nM miR-363-
5p and miR-29b-3p for 12 h. Subsequently, RPMI was replaced with fresh complete 
RPMI, and cells were further incubated ≈ 22 h before treating with DMSO, 30TMZ, or 
900TMZ for 1 h. Subsequently, medium was replaced with fresh RPMI and incubated 
another 36 h, after which cells were flow cytometrically assessed for apoptosis levels 
using annexin V/PI double staining. Overall, neither miR-363-5p or miR-29b-3p 
(individually or combined) significantly influenced apoptosis as compared to respective 
negative control samples. Data represents mean + SD (error bars) of three (n = 3) 
biological replicates.    
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Figure 27. The influence of miR-363-5p and miR-29b-3p on TK6 cell cycle. 

TK6 cells were transfected with 100 nM miR-29b-3p (A) or miR-363-5p (B), or 
50 nM miR-363-5p and miR-29b-3p (C) for 12 h. Subsequently, RPMI was 
replaced with fresh complete RPMI, and cells were further incubated ≈ 22 h 
before treating with DMSO, 30TMZ, or 900TMZ for 1 h. Subsequently, medium 
was replaced with fresh RPMI and incubated for another 36 h, after which cells 
were flow cytometrically assessed for cell cycle distribution. Overall,  neither 
miR-29b-3p or miR-363-5p transfection (individually or combined) significantly 
influenced cell cycle distribution as compared to respective negative control 
samples. Data represents mean + SD (error bars) of three (n = 3) biological 
replicates.    
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Figure 28. The influence of miR-363-5p on γH2Ax.  

TK6 cells were transfected with 100 nM miR-363-5p for 12 h. Subsequently, RPMI was 
replaced with fresh complete RPMI, and cells were further incubated ≈ 22 h before 
treating with DMSO, 30TMZ, or 900TMZ for 1 h. Subsequently, medium was replaced 
with fresh RPMI and incubated for another 36 h. Following this, protein was extracted 
of which 13 µg – 20 µg was analysed by immunoblotting. Overall, miR-363-5p did not 
significantly influence γH2Ax protein levels (A and B) as compared to respective 
negative control samples. Data represents mean + SD (error bars) of three (n = 3) 
biological replicates.    
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Figure 29. The influence of miR-363-5p on Chk1/pChk1. 

TK6 cells were transfected with 100 nM miR-363-5p for 12 h. 
Subsequently, RPMI was replaced with fresh complete RPMI, and 
cells were further incubated ≈ 22 h before treating with DMSO, 
30TMZ, or 900TMZ for 1 h. Subsequently, medium was replaced with 
fresh RPMI and incubated for another 36 h. Following this, protein 
was extracted of which 13 µg – 20 µg was analysed by 
immunoblotting. Overall, miR-363-5p did not significantly influence 
Chk1 (A and B) or pChk1 (C and B) protein levels as compared to 
respective negative control samples. Data represents mean + SD 
(error bars) of three (n = 3) biological replicates.    
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Figure 30. The influence of miR-363-5p on Chk2/pChk2. 

TK6 cells were transfected with 100 nM miR-363-5p for 12 h. 
Subsequently, RPMI was replaced with fresh complete RPMI, and 
cells were further incubated ≈ 22 h before treating with DMSO, 
30TMZ, or 900TMZ for 1 h. Subsequently, medium was replaced with 
fresh RPMI and incubated for another 36 h. Following this, protein 
was extracted of which 13 µg – 20 µg was analysed by 
immunoblotting. Overall, miR-363-5p did not significantly influence 
Chk2 (A and B) or pChk2 (C and B) protein levels as compared to 
respective negative control samples. Data represents mean + SD 
(error bars) of three (n = 3) biological replicates.    
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Figure 31. The influence of miR-363-5p on p53.  

TK6 cells were transfected with 100 nM miR-363-5p for 12 h. Subsequently, RPMI was replaced with fresh complete RPMI, and cells 
were further incubated ≈ 22 h before treating with DMSO, 30TMZ, or 900TMZ for 1 h. Subsequently, medium was replaced with fresh 
RPMI and incubated for another 36 h. Following this, protein was extracted of which 13 µg – 20 µg was analysed by immunoblotting. 
Overall, miR-363-5p did not significantly influence p53 protein levels (A and B) as compared to respective negative control samples. 
Data represents mean + SD (error bars) of three (n = 3) biological replicates.  
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Figure 32. Caspase-2 is a shared target between miR-29b-3p and miR-363-5p.  

Using miRNet 2.0, an interaction network for miR-363-5p and miR-29b-3p based on 
miRTarbase (v.8) and TarBase (v.8) databases was generated, and showed caspase-
2 as a shared putative target between both miRNAs.
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Figure 33. The influence of miR-363-5p on caspase-2. 

TK6 cells were transfected with 100 nM miR-363-5p for 12 h. 
Subsequently, RPMI was replaced with fresh complete RPMI, and 
cells were further incubated ≈ 22 h before treating with DMSO, 
30TMZ, or 900TMZ for 1 h. Subsequently, medium was replaced with 
fresh RPMI and incubated for another 36 h. Following this, protein 
was extracted of which 13 µg – 20 µg was analysed by 
immunoblotting. Overall, miR-363-5p transfection did not significantly 
influence caspase-2 protein levels (A and B) as compared to 
respective negative control samples, despite having putative binding 
sites within the caspase-2 3’UTR (C). Importantly, however, caspase-
2 was significantly decreased among 900TMZ-treated cells, as 
compared to 30TMZ-treated counterparts. Data represents mean + 
SD (error bars) of three (n = 3) biological replicates. * Indicates 
statistical significance (p < 0.05) as determined by independent 
sample t-test when comparing miR-363-5p transfected to dose-
matched negative control samples. 
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3.4. Discussion 

MiRNAs are becoming well-established as regulators of cellular function, disease 

biomarkers, and potential therapeutic options/targets. As diagnostic tools, miRNA 

products are available and changing the diagnostic landscape for many diseases. 

However, as therapeutic options, miRNAs have been less successful and none, to our 

knowledge, are currently available as approved therapies (Bonneau et al., 2019). 

Nevertheless, albeit for diagnostic or therapeutic purposes, the identification and 

functional annotation of candidate miRNAs could have significant implications. To this 

end, our study investigated the influence of miR-363-5p and miR-29b-3p on TK6 cell 

fate, following exposure to TMZ. Having previously shown significant downregulation in 

response to 30TMZ (miR-363-5p) and 900TMZ (miR-29b-3p and miR-363-5p) treatment 

(Chapter 2), we investigated the possibility that these miRNAs may be anti-apoptotic 

and are downregulated in response to DNA damage to prevent mutant propagation. 

Interestingly, transfection with these miRNAs, individually or combined, had no 

observable effect on cell fate as measured by cell cycle distribution and apoptosis 

functional assays. One possible explanation for this could be that the miRNA-regulating 

mechanisms that suppressed these miRNAs in response to TMZ in the first instance, 

was sufficient to overpower the transfected miRNAs. Thus, it becomes a matter of dose, 

as this assertion is dependent on prevailing TMZ adducts, and consequent DNA 

damage, that continuously suppress newly introduced miRNAs. This makes sense 

given that the most genotoxic lesion, O6-meG, induced by TMZ is not repaired in TK6 

cells, as they are MGMT deficient (Goldmacher, Cuzick Jr, and Thilly, 1986; Kaina et 

al., 2007). It follows that these adducts continuously activate a miRNA-suppressive 

mechanism that is DNA damage responsive. Indeed, we have previously observed an 

inverse relationship between p53 stabilisation, and miR-363-5p and miR-29b-3p 
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expression, suggesting p53 to be, or possibly regulate, the miRNA-suppressive 

mechanism. This theory is supported by our previous observations that 900TMZ results 

in a more pronounced downregulation of these miRNAs (Chapter 2).  

It is possible that at this lethal dose, O6-meG, constituting the smallest portion of the 

TMZ-induced DNA damage spectrum (≈ 5 - 6%) (Newlands et al., 1997; Bouzinab et 

al., 2019), accumulates and causes DNA damage that ultimately upregulates p53 to a 

level capable of undermining even miRNA-363-5p and miR-29b-3p over-expression. 

Recall (Chapter 2), p53 has been implicated in the repression of let-7a and let-7b (Saleh 

et al., 2011), miR-224 (Liang et al., 2013), and the miR-17-92 cluster (Yan et al., 2009), 

thus clearly underpinning a miRNA-repressive role for p53. This might also explain why 

suppression of these miRNAs were less pronounced among 30TMZ-treated cells. In 

this case, the O6-meG lesion burden is likely less than for 900TMZ-treated cells and 

may even be overcome by DNA damage tolerance mechanisms such as TLS (Peng et 

al., 2016; Kaina and Christmann, 2019). Interestingly, ATR signalling has been 

associated with TLS, as inhibition of DNA polymerase ĸ, known to participate in DNA 

TLS, has been shown to impair ATR and Chk1 phosphorylation in glioblastoma cells 

(Peng et al., 2016). Furthermore, ATR has been shown to directly phosphorylate DNA 

polymerase ƞ (pol ƞ) in human fibroblasts (Göhler et al., 2011), which is required for pol 

ƞ-mediated TLS (Peddu et al., 2018). Thus, TLS is likely a mechanism of DNA damage 

tolerance in both 30TMZ-, and 900TMZ-treated cells, but differs in magnitude of 

activation, in favour of 900TMZ-treated cells. Again, this is supported by the significantly 

increased pATR levels observed among 900TMZ-treated cells when compared to those 

treated with 30TMZ at 4 h, 18 h, and 36 h post-exposure (Chapter 2). However, the fact 

that miRNA over-expression did not influence cell fate at either TMZ dose cannot be 

reconciled. On one hand, it is possible that 36 h post-exposure even 30TMZ induces a 
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sufficient miRNA-suppressive response capable of impeding phenotypic changes that 

might otherwise occur following miRNA over-expression. Although, this does not agree 

with our assertion that p53 might facilitate miRNA suppression, as p53 levels were not 

significantly correlated with miRNA expression among 30TMZ-treated cells (Appendix 

D Fig. 37). Moreover, only miR-363-5p showed a significant negative correlation with 

time post-30TMZ exposure. On the other hand, it is possible that the effect of miRNA 

over-expression is also influenced by the overall state of the cell. Particularly, a 

significant proportion of cells became apoptotic between 4 h – 36 h post-exposure to 

900TMZ, whereas 30TMZ-treated cells did not. This implies that potential targets of 

miR-363-5p and miR-29b-3p might be upregulated during an apoptotic cell fate and are 

required to effect phenotypic changes caused by these miRNAs. Indeed, both miRNAs 

are predicted to converge on caspase-2 (Fig. 32). Among miR-363-5p and miR-29b-3p, 

only miR-363-5p is predicted to directly target the caspase-2 3’ UTR at two 7-mer and 

one 6-mer complimentary binding sites (TargetScan (v.8); Agarwal et al., 2015; 

McGeary et al., 2019). However, miR-363-5p transfection did not influence caspase-2 

levels (Fig. 33). 

Given that miR-29b-3p is predicted to converge on caspase-2 with miR-363-5p, it is 

possible that both are required to inhibit caspase-2 protein levels. Since miR-29b-3p 

has no predicted binding sites within the caspase-2 3’ UTR (TargetScan (v.8); Agarwal 

et al., 2015; McGeary et al., 2019), it is possible that miR-29b-3p targets caspase-2 

regulatory proteins. Caspase-2 is an initiator caspase with pro-apoptotic functions. 

Activation of caspase-2 remains a topic of debate but there are three prevailing models 

for caspase activation i.e., pro-caspase recruitment and dimerisation with protein 

complexes and subsequent cleavage; autocleavage; or transactivation by other 

caspases. These mechanisms are reviewed in detail elsewhere (Vigneswara and 
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Ahmed, 2020), and is beyond the scope of this thesis. However, it is worth noting that 

caspase-2 activation includes a death receptor-mediated pathway and an oligomeric 

structure, PIDDosome-, mediated pathway. These activating mechanisms involve 

various non-communal proteins and thus, it is reasonable to conclude that inhibiting a 

single protein might not always be sufficient to completely undermine caspase-2 

activation. 

Consider, for example, TRAF3, a protein that has been shown to interact with, and 

promote caspase-2 dimerisation and activation (Robeson et al., 2018). Inhibition of 

TRAF3 reduced both, caspase-2 dimerisation and subsequent apoptosis by only ≈ 15%, 

following 20 μM cisplatin treatment. While this decrease was statistically significant, the 

authors also showed siTRAF3-transfection into HeLa cells to have no significant effect 

on caspase-2 dimerisation following 20 μM cisplatin treatment, as compared with 

control-transfected cells. This implies that TRAF3 inhibition may not always be sufficient 

to abrogate caspase-2 activity. Herein lies the underpinning of our previous assertion 

that inhibition of a single protein may not always suffice to prevent protein activation. In 

relation to our study, it is important to note that miR-29b-3p has been shown to directly 

target the 3’ UTR of TRAF3 in breast cancer cells (Zhang et al., 2019). However, in our 

study, miR-29b-3p transfection was unable to rescue the apoptotic phenotype observed 

following TMZ treatment (Fig. 26), possibly due to insufficient suppression of caspase-

2 levels. It is possible that, along with miR-29b-3p, miR-363-5p is also required to 

sufficiently inhibit caspase-2 protein levels, given its caspase-2 3’ UTR 

complementarity. This might explain why we did not observe individual miR-363-5p 

transfection to influence caspase-2 protein levels (Fig. 33), as co-operation between 

miR-29b-3p and miR-363-5p might be required to repress caspase-2 levels at both a 
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transcriptional (miR-363-5p binds 3’ UTR of capase-2) and post-transcriptional (e.g., 

miR-29b-3p inhibits caspase-2 activity by inhibiting TRAF3) level.  

This is a reasonable assertion as miRNAs have been reported to co-operatively facilitate 

or augment various cellular outcomes. For example, co-transfection with miR-125a-5p 

and miR-145 increased lung carcinoma cell sensitivity to erlotinib as compared with 

either miRNA individually (Amri et al., 2021). Another example is that of miR-381 and 

miR-424 that significantly increased the apoptotic fraction of renal carcinoma cells when 

co-transfected, and compared with individually transfected cells (Chen et al., 2013b). 

Furthermore, prostate cancer cells transfected with either miR-34a or miR-34c was not 

sensitised to the effects of dox as indicated by caspase activity, whereas combined 

transfection significantly increased caspase activity, even in the absence of dox (Rokhlin 

et al., 2008). Notwithstanding overall cell fate, miRNAs also co-operate to target specific 

proteins. For example, miR-26a is incapable of inhibiting WEE1 when individually 

transfected into lung cancer cells but can augment the inhibitory effect of miR-16 when 

co-transfected. Furthermore, the inhibitory effect of miR-26a and miR-16 on Chk1 is 

strengthened when co-transfected into lung cancer cells (Lezina et al., 2013). Similarly, 

the inhibitory effect of miR-205 and miR-342 on E2F1 is augmented when co-

transfected in lung carcinoma or melanoma cells (Lai et al., 2018).  

Surprisingly, dual transfection of miR-363-5p and miR-29b-3p was unable to rescue the 

TMZ-induced apoptotic phenotype observed in our study (Fig. 26). It is possible that 

caspase-2 was sufficiently inhibited by these miRNAs, but did not alter the apoptotic cell 

fate as caspase-2 is known to have redundant functions in apoptosis induction. 

Moreover, it has been demonstrated that caspase-2 inhibition does not always alleviate 

apoptosis (Kumar, 2009; Bouchier-Hayes and Green, 2012, Puccini, Dorstyn, and 

Kumar, 2013, Brown-Suedel and Bouchier-Hayes, 2020). Consequently, apoptosis may 
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not be a suitable metric for successful caspase-2 inhibition. Another possible 

explanation could be that the miRNA concentration used for dual-transfection was 

insufficient for effective caspase-2 inhibition, as these were only 50 nM (each), while the 

recommended concentration for suspension cells is 100 nM (Qiagen). However, 

increasing each miRNA to 100 nM runs the risk of endogenous miRNA dysregulation, 

resulting from competition with RISC machinery (Khan et al., 2009), thereby causing 

confounding effects. 

Despite miRNA-transfection having no observable effect, caspase-2 levels were 

significantly decreased when comparing 900TMZ to 30TMZ-treated samples, 

suggesting a greater proportion of cleaved, and thus potentially active, caspase-2 

among 900TMZ-treated cells (Fava et al., 2012; Bronner, O’Riordan, and He, 2013). 

Coupled with our observations of miR-29b-3p and miR-363-5p downregulation in 

response to TMZ treatment, and the predicted negative regulation of caspase-2 by 

these miRNAs, caspase-2 appears to be part of the TMZ-induced apoptotic response 

in TK6 cells. Therefore, it is tempting to speculate that miR-363-5p and miR-29b-3p is 

downregulated in response to TMZ as part of an endogenous mechanism to facilitate 

apoptosis that may, at least partly, be facilitated by caspase-2. This expands our 

observed TMZ induced DDR response pathway in TK6 cells i.e., ATR-Chk1-p53-

Caspase-2. 
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4.1. Final Discussion 

DNA is constantly exposed to a genotoxic environment. Albeit endogenous (e.g., 

cellular respiration) or exogenous (e.g., chemotherapeutic agents), DNA damage must 

be resolved to prevent its propagation and subsequent manifestation of mutations that 

can give rise to a host of pathologies (Auten and Davies, 2009; Tubbs and 

Nussenzweig, 2017). The DDR functions to resolve DNA damage through DNA repair 

mechanisms. However, severe DNA damage that exceeds repair capabilities trigger 

programmed cell death e.g., apoptosis (Surova and Zhivotovsky, 2013; Tubbs and 

Nussenzweig, 2017). The dynamics of the DDR has been well-studied but numerous 

aspects remain enigmatic. For example, the same DDR is triggered to facilitate both 

DNA repair, implying a survival strategy, and apoptosis. This suggests the existence of 

endogenous mechanisms capable of quantifying DNA damage that needs to surpass a 

stochastic threshold that directs the DDR to a specific cell fate. Prevailing theories 

include: 1) the existence of DDR pulses in response to DNA damage that differs in 

frequency and amplitude depending on the nature of the DNA damage, which drives 

differential cell fates (Loewer et al., 2010; Batchelor et al., 2011; Li et al., 2011a; Loewer 

et al., 2013; Porter, Fisher, and Batchelor, 2016); 2) the status of p53 phosphorylation 

modifies its transcriptional activities to facilitate different cell fates (Jabbur, Huang, and 

Zhang, 2000; Mayo et al., 2005; Smeenk et al., 2011; Loughery et al., 2014). 

Additionally, both these theories are contingent on the level of DNA damage.  

Our study shows 30TMZ to preferentially direct cell fate toward cell cycle arrest, 

whereas 900TMZ induces significant apoptosis. Consequently, differences in the DDR 

observed in TK6 cells following exposure to these doses could identify underlying 

molecular signatures that exemplify different cell fates. Indeed, our data identified 

distinct DDR protein levels among 900TMZ-treated cells from as early as 4 h post- 
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exposure. At most time-points, pATR, γH2Ax, pChk1, and p53 were significantly 

increased, suggesting this to be the predominant DDR pathway in response to lethal 

TMZ doses in TK6 cells. This is unexpected as TMZ induces DSBs, as indicated by 

significantly increased levels of γH2Ax, which is quintessentially detected by ATM, 

whereas ATR preferentially detects SSBs and replication fork stalling (Cimprich and 

Cortez, 2008; Maréchal and Zou, 2013; Zeman and Cimprich, 2014). It is possible that 

both ATM and ATR is involved, exhibiting a switching behaviour in a time-dependent 

manner. This might explain why pATR increased in a time-, and dose-dependent 

manner, as pATM presumably directed an early response to TMZ-induced damage. 

Indeed, ATM has been suggested to be the initial response to DNA damage, eventually 

being succeeded by ATR (Shiotani and Zou, 2009; Loughery and Meek, 2013). 

However, we were unable to confirm the early involvement of ATM. Nonetheless, pATR 

appears to be the principal driver of TMZ-induced damage within the investigated time-

frame. This is further supported by the observation that pChk1, a known downstream 

effector of pATR, was consistently significantly increased among 900TMZ-treated cells 

as compared to 30TMZ-treated cells, at a magnitude that far exceeded the levels of 

pChk2, the typical downstream effector of pATM.  

A principal role for pATR in response to TMZ could stem from the resulting DNA repair 

mechanisms. As previously discussed, the underlying genotoxicity of TMZ is proposed 

to be driven by the MMR futile cycle. During this reaction single stranded DNA (ssDNA) 

is produced that triggers ATR signalling. Further compounding ATR involvement is the 

imminent uncoupling/stalling of DNA replication machinery as a result of MMR. Thus, 

the MMR futile cycle causes an accumulation of ssDNA, eventually forming DSBs (De 

Zio, Cianfanelli, Cecconi, 2013; Li, Pearlman, and Hsieh, 2016; Gupta et al., 2018). 

Further validating the pATR signalling cascade as the predominant response to TMZ-
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induced DNA damage is our observation of tandem increases in downstream proteins, 

γH2Ax, pChk1, and p53. Thus, it is possible that the differential cell fates observed 

between 30TMZ and 900TMZ stems from within this pathway. Given its function as a 

transcription factor, p53 is a likely candidate. 

It is known that upon DNA damage, p53 becomes stabilised through PTMs (Chapter 

1). Though, the exact contribution that these PTMs play in p53 functionality is an 

ongoing question. Perhaps the most extensively researched is phosphorylation of p53, 

which has been proven to uncouple the interaction between p53 and its inhibitor MDM2, 

thereby promoting its transcriptional activity (Moll and Petrenko, 2003). In recent years, 

it has been proposed that cell cycle arrest and ultimately DNA repair is accompanied by 

a p53 phosphorylation status distinct from what is observed during apoptosis. It has 

been proposed that this “pro-death” phosphorylation status shifts the transcriptional 

directive of p53 to preferentially upregulate pro-apoptotic genes (Jabbur, Huang, and 

Zhang, 2000; Oda et al., 2000; Mayo et al., 2005; Smeenk et al., 2011; Loughery et al., 

2014). However, the range of genes fostered by this pro-apoptotic p53 phosphorylation 

status requires elaboration. Moreover, the involvement of other molecular regulators 

that may be under transcriptional control of p53 requires investigation. Our results 

clearly demonstrate a predominantly apoptotic cell fate among 900TMZ-treated cells 36 

h post-exposure, but not 30TMZ. Thus, it is reasonable to assume that the 

phosphorylation, and thus transcriptional selectivity, of p53 is distinct between 30TMZ-

, and 900TMZ-treated cells 36 h post-exposure. 

In line with this, we sought to determine if 30TMZ and 900TMZ exhibited distinct 

changes in miRNA expression. MiRNAs are known regulators of a wide range of cellular 

functions, and many have been reported to be transcriptionally controlled by p53 (Fig. 

22). Indeed, we identified a total of 31 DE miRNAs at different time-points following 
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30TMZ or 900TMZ treatment, as compared to DMSO controls (Table 8). The majority 

of DE miRNAs were observed 36 h post-exposure to 900TMZ, as compared to time-

matched DMSO controls. Incidentally, at this time-point, the highest overall levels of 

DNA damage, DDR proteins, and apoptosis was observed for 900TMZ-treated cells, 

along with showing the greatest disparity when compared with 30TMZ-treated cells. 

Thus, it is not unreasonable to assume that cell fate observed for these doses 36 h post-

exposure is inextricably linked to the distinct miRNA profiles. It is telling that only one 

miRNA was DE when comparing DMSO and 30TMZ-treated cells 36 h post-exposure, 

as we also observed no significant change in apoptosis when comparing 30TMZ-treated 

cells 4 h post-exposure to those 36 h post-exposure. This further alludes to the DE 

miRNA patterns between 30TMZ and 900TMZ to be the regulator between different cell 

fates, perhaps specifically, apoptosis. In support of this, functional enrichment analysis 

of all DE miRNAs 36 h post-exposure to 900TMZ revealed protein phosphorylation and 

negative regulation of the apoptotic process to be the most significantly enriched terms. 

This makes sense given the critical role phosphorylation plays in the DDR cascade. 

Moreover, given the inhibitory role of miRNAs, it can be concluded that enrichment of 

the negative regulation of the apoptotic process amounts to positive regulation of 

apoptosis, as the DE miRNAs would function to repress transcripts involved in the 

negative regulation of the apoptotic process.  

To further confirm miRNA involvement in TK6 cell fate following TMZ exposure, the 

expression of selected DE miRNAs, miR-29b-3p, miR-363-5p, and miR-485-3p were 

determined, and all were found to be significantly repressed 36 h post-exposure to 

900TMZ, when compared to 30TMZ-treated cells. Additionally, each of these miRNAs 

decreased significantly when comparing expression levels 4 h post-exposure, to those 

at 36 h post-exposure to 900TMZ, whereas this was only observed for miR-363-5p 
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among 30TMZ-treated cells. This suggests the expression of these miRNAs to be both 

time-, and dose-responsive. Additionally, at the time of writing, none of these miRNAs 

had been reported in TK6 cells in the context of the DDR. In line with our previous 

assertion that the molecular determinant of the differential cell fates observed between 

30TMZ-, and 900TMZ-treated TK6 cells stems from within the ATM-γH2Ax-Chk1-p53 

pathway, we observed p53 and miRNA levels to be regulated in opposing directions 

following TMZ exposure. Specifically, p53 levels had a significant positive correlation 

with time post-900TMZ exposure, while miR-29b-3p, miR-363-5p, and miR-485-3p were 

each significantly negatively correlated with time post-900TMZ exposure. Contrastingly, 

while p53 levels among 30TMZ-treated cells also had a positive correlation with time 

post-exposure, only miR-363-5p was significantly negatively correlated with time post-

30TMZ exposure. However, though not significant, miR-29b-3p and miR-485-3p were 

also negatively correlated with time post-30TMZ exposure, suggesting that p53 levels 

might be driving the differential miRNA-response between 30TMZ-, and 900TMZ-

treated cells. Recall from Chapter 1 that p53 levels of 900TMZ-treated cells were 

significantly greater than that of 30TMZ-treated cells, at each time-point. Thus, it is 

possible that among 900TMZ-treated cells, p53 levels are sufficiently elevated to 

facilitate miRNA-repression, whereas among 30TMZ-treated cells, only a partial 

miRNA-repressive effect is observed as the levels of p53 is not elevated to the same 

extent as in 900TMZ-treated cells. 

Given the distinct PTMs that p53 undergoes to change its transcriptional selectivity and 

effect specific cell fates, it is not unreasonable to suspect p53 as the driving force for 

the observed miRNA repression following TMZ exposure. However, typical examples of 

p53 mediated transcriptional regulation involves upregulation, as is seen with p21 or 

PUMA (Chapter 1; Table 1). Nonetheless, p53 has been reported to repress miRNAs 
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both directly and indirectly (Yan et al., 2009; Saleh et al., 2011; Liang et al., 2013). Thus, 

we postulate that in lethally damaged cells, p53 is upregulated in response to DNA 

damage and ultimately represses miR-29b-3p, miR-363-5p, and miR-485-3p. However, 

while it is tempting to speculate that these miRNAs are repressed as part of an inherent 

mechanism to induce apoptosis, thereby suggesting an anti-apoptotic role for these 

miRNAs, their exact role in TK6 cells in response to DNA damage remains elusive.  

To investigate the biological significance of these DNA damage responsive miRNAs in 

cell fate, miR-363-5p and miR-29b-3p was ectopically over-expressed in TK6 cells. 

Notwithstanding their individual physiological relevance, miR-29b-3p and miR-363-5p 

are predicted to converge on caspase-2. This fits well with our assumption that miR-

29b-3p and miR-363-5p are anti-apoptotic as caspase-2 has known pro-apoptotic 

functions (Vigneswara and Ahmed, 2020). This would also explain their repression in 

900TMZ-treated cells, as we demonstrated TK6 cells at this dose to be fated for 

apoptosis. Surprisingly, miRNA over-expression did not significantly alter cell fate, nor 

caspase-2 protein levels (Figs. 26, 27, and 33). It is possible that miRNA-mediated 

functions in cell fate determination is a concerted effort by a host of miRNAs cooperating 

in tandem, or relaying cascades to effect biological change. MiRNAs are known to 

synergise and converge on the same, or multiple targets within the same pathway to 

facilitate specific changes (Fig. 23; Table 9; Rokhlin et al., 2008; Niu et al., 2016; Raut 

et al., 2016). It is also possible that over-expression disrupted other endogenous 

mechanisms by saturating RISC machinery and thereby altering miRNA homeostasis 

(Khan et al., 2009). Another possibility is that the TMZ-induced damage can overcome 

our attempts at miRNA over-expression. This may result from O6-MeG adducts that is 

not resolved in TK6 cells as they are MGMT deficient (Chapman, Doak, and Jenkins, 
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2015). Thus, these unresolved lesions would continuously activate the endogenous 

mechanism responsible for miRNA repression. 

4.2. Concluding remarks and broader scientific impact 

Despite a plethora of research surrounding the DDR, a complete understanding 

regarding the DDR signalling cascade remains enigmatic. Even more so is the response 

variability associated with varying levels of genotoxicity and ultimately, different cell 

fates. Our work identifies a sub-lethal and lethal TMZ dose and extends the TMZ-

induced DDR mechanism in TK6 cells. We identify ATR-γH2Ax-Chk1-p53 as the 

principal differentially regulated DDR pathway in TK6 cells in response to sub-lethal and 

lethal TMZ doses. Additionally, we suggest a role for caspase-2 in TMZ-induced 

apoptosis of TK6 cells. A firm understanding of the DDR mechanism involved in specific 

cells and in response to specific chemotherapeutic agents is critically important to 

measure chemotherapeutic efficacy. Moreover, unravelling the TMZ-induced DDR 

pathway can lead to the discovery of druggable targets in TMZ-resistant cancers. 

Beyond this, understanding what drives the decision to survive or undergo apoptosis in 

response to DNA damage can improve the therapeutic landscape. In this regard, our 

study bridges the current, incomplete, understanding of DDR regulation by providing 31 

candidate miRNAs that appear to be DNA damage responsive and may be useful as 

treatments or targets in future cancer therapies. Moreover, these DNA damage 

responsive miRNAs may serve as specific biomarkers of genotoxic damage. As a 

principle finding of this study, we identify miR-29b-3p, miR-363-5p, and miR-485-3p as 

time-, and dose-responsive, and we implicate p53 as the potential repressor of these 

miRNAs (Fig. 34). While we could not determine the physiological importance of 

suppressing these miRNAs in response to lethal DNA damage, the dynamic nature of 

endogenous miRNAs prevent their exclusion as contributors to cell fate in response to 
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DNA damage. Thus, this study demonstrates DNA damage responsive miRNAs that 

are dose-, and time-dependent, and provides a platform to begin unravelling exactly 

which miRNAs and in which combinations they may regulate cell fate decisions. While 

this could form the basis for developing rapid screening panels used in a therapeutic 

setting to inform chemotherapeutic efficacy en masse, an ideal outcome stemming from 

the cell-fate-associated miRNAs identified in our research would be the harnessing of 

these miRNAs to ‘manipulate’ cancerous cells into an apoptotic cell fate without the 

requirement for toxic chemotherapeutic regimens, thereby improving patient quality of 

life.  
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Figure 34. Proposed mechanism for miRNA inhibition and its relation to cell fate.  

TK6 cells exposed to sub-lethal (30TMZ) and lethal (900TMZ) TMZ doses variably 

influence miRNA levels. At 30TMZ, the kinetics of p53 protein accumulation is slower 

and less pronounced compared with 900TMZ-treated TK6 cells. Consequently, 

900TMZ-treated cells surpasses a proposed stochastic threshold of p53 protein levels 

(dashed line) earlier, and more substantially when compared with that of 30TMZ-treated 

cells. This results in limited capability of 30TMZ-treated cells to inhibit miRNAs, with only 

miR-363-5p demonstrating significant inhibition 36 h post-30TMZ exposure. 

Contrastingly, 900TMZ-treated cells significantly inhibit miR-29b-3p, miR-363-5p, and 

miR-485-3p 36 h post-exposure, suggesting a potential anti-apoptotic function for these 

miRNAs. Arrows – promotion; blunt ends – inhibition. Created on license from 

BioRender.com. 
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4.3. Future directions 

1. While this study followed an in-depth line of enquiry, it could benefit from 

expansion. Foremost, it would be interesting to determine if the observed DE 

miRNA profile is also present in other cell lines and in response to different types 

of DNA damage. Not only could this provide validation of our findings, but also 

determine if the involvement of miRNAs in the DDR is conserved, or cell-specific.  

2. As our study only investigated over-expression of certain miRNAs, it is worth 

identifying miRNAs that are endogenously upregulated in response to DNA 

damage, and subsequently inhibit these to ascertain its influence on cell fate. 

3. Our study provided a broad range of dose-responsive DE miRNAs, each requires 

investigation in the context of the DDR and cell fate regulation. 

4. Given the involvement of ATR-γH2Ax-Chk1-p53 in response to TMZ, it would be 

worth selectively inhibiting individual proteins, particularly p53, to determine 

exactly which proteins regulate miRNA expression. 

5. The effects of miRNA over-expression and knock-down in TK6 cells could also 

be performed under basal conditions.  

6. It could be useful to extend the sampling time of TK6 cells exposed to 30TMZ to 

determine if it eventually mimics the response of 900TMZ exposed cells, or 

returns to basal levels. 

7. Beyond miRNAs, exploration of transcriptomic changes that define different cell 

fates could extend our findings. 
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4.4. Limitations 

1. The breadth of our study only allowed investigation of TK6 cells. Admittedly, TK6 

cells are well-established for genotoxicity assessment. However, expansion to 

different or isogenic cell lines could inform conserved or cell-specific 

mechanisms. 

2. While 30TMZ represents a physiologically achievable dose, 900TMZ is 

excessive (barring TMZ resistant cells) and may have limited time-dependent 

observations that would occur with lower, but still lethal, TMZ doses. This was 

not possible for 900TMZ as beyond 36 h post-exposure, apoptosis rises sharply, 

limiting the amount of nucleic acid or protein that can be harvested. 

3. Our sampling time-frame was sufficient to address our aim, but a more finely 

tuned experiment could refine subtle shifts in DDR protein dynamics that could 

further elucidate when key cell fate decisions are made and identify contributing 

molecular constituents. 

4. TMZ is an alkylating chemotherapy that induces DSBs to cause apoptosis, and 

is used as a first-line treatment against gliomas. However, TMZ-resistance does 

occur, thus warranting investigation of TMZ-induced pathways. Nonetheless, it 

only represents one type of DNA damage and thus, therapies that can induce 

DNA damage with different modes of action require exploration. 

5. Our study investigated DDR protein activation in the form of phosphorylation, 

however, not all DDR proteins are sufficiently phosphorylated during basal 

conditions. Consequently, relative fold change of phospho-protein levels among 

TMZ-treated cells in relation to those treated with DMSO may be distorted. 

Upscaling the experiment to increase the concentration of extracted proteins is 

one possible solution. 
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6. Cell synchronisation does not represent physiological conditions and is achieved 

by inducing a stress response, which is counterintuitive in genotoxicity 

assessment. However, using unsynchronised cells creates variability, particularly 

as DNA damage is detected during DNA replication. Consequently, cells 

replicating out of sync might mask time-dependent changes in DDR protein or 

miRNA expression. Performing a tandem experiment with synchronised and 

unsynchronised cells might resolve subtle DDR protein or miRNA expression 

changes. 

7. Due to the nature of our data and experimental setup, we could only provide, 

what we deem to be, an approximation of a direct correlation between p53 and 

miRNA levels, and likewise γH2Ax and apoptosis levels. 

8. Due to limited funding, this project was limited to a single RNAseq experiment. It 

would be worth-while to conduct more RNAseq repeats, which will increase 

reliability of the data and might refine our list of DE miRNAs. 

9. This project was conducted in the midst of the COVID-19 pandemic, which 

resulted in months of disruption and delays/unavailability of research products 

and materials. 
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Figure 35. Illustration of protein normalisation and quantification.  

All images are from the same immunoblot at different wavelengths to identify overlapping total and phospho-proteins, bound to respective 

fluorescently labelled secondary antibodies. For demonstration purposes, only Chk1/pChk1, and β-actin (loading control) is highlighted (boxed 

bands) to illustrate how protein expression was quantified. A: pChk1 (ser345). B: Chk1 and β-actin. C: Merged image of pChk1 (ser345), 

Chk1, and β-actin. Lanes 1 - 3 represent DMSO-treated samples 4 h, 18 h, and 36 h post-exposure; 4 - 6 represents 30TMZ-treated samples 

4 h, 18 h, and 36 h post-exposure; 7 - 9 represents 900TMZ-treated samples 4 h, 18 h, and 36 h post-exposure. Using Image StudioTM Lite 

software, protein bands were selected and fluorescent signal intensity measured (automatically correcting for background signal based on a 

pre-determined margin above and below each band). Protein expression was normalised against β-actin by dividing the band from each 

sample by a lane normalisation factor, calculated by dividing the β-actin signal for each sample by the highest β-actin signal. For example, 

all β-actin signals will be divided by the β-actin signal of lane 9 (B) (12.1), as this is the highest. This produces proportions which is then used 
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to normalise Chk1/pChk1 levels for respective samples. For example, the normalised Chk1 (B) and pChk1 (A) signals for lane 1 is; 0.61 

(0.529/(10.5/12.1)) and 0.18 (0.152/(10.5/12.1)) respectively. Subsequently, the level of pChk1 was normalised against Chk1 by dividing the 

pChk1 signal by that of Chk1 (i.e., 0.18/0.61), indicating that the normalised pChk1 signal is 0.3. 
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Appendix B 

 

 

 

Figure 36. Correlation between γH2Ax and apoptosis.  

TK6 cells were treated with DMSO and a range of TMZ doses for 1 h. Samples were 
collected 24 h post-exposure, probed with Annexin V-FITC and analysed with flow 
cytometry. Spearman correlation demonstrates a significant non-linear positive 
association between γH2Ax positive cells and percentage annexin V positive cells (A), 
whereas the reverse is true for γH2Ax negative cells (B). Data represents individual 
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samples of three (n = 3) biological repeats, except for 30TMZ (γH2Ax foci) where only 
two biological repeats were available. 
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Appendix C 

 

Table 10. Quality assessment of small RNAseq RNA samples 

Sample ID GENEWIZ 
ID 

Sample 
Type 

Sample 
Vol.(ul) 

 Nanodrop 2000 DNA Qubit RNA Qubit TapeStation 

QC 
Note 

Actual 
Nucleic 
Acid 

Conc. 
(ng/ul) 

Total 
Amount 

(ng) 
A260/A280 A260/A230 

Actual 
Nucleic 
Acid 

Conc. 
(ng/ul) 

Total 
Amount 

(ng) 

Actual 
Nucleic 
Acid 

Conc. 
(ng/ul) 

Total 
Amount 

(ng) 

Average 
Size for 

DNA 

RIN for 
RNA 

DV 
200 

(for 
RNA) 

PRE SCG9385 Total RNA 47 NA NA NA NA NA NA 548.00 25756.00 NA 10.0 89.77  

DMSO-4H SCG9386 Total RNA 47 NA NA NA NA NA NA 520.00 24440.00 NA 10.0 86.67  

DMSO-18H SCG9387 Total RNA 47 NA NA NA NA NA NA 708.00 33276.00 NA 10.0 91.91  

DMSO-36H SCG9388 Total RNA 47 NA NA NA NA NA NA 642.00 30174.00 NA 9.5 81.26  

30TMZ-4H SCG9389 Total RNA 47 NA NA NA NA NA NA 568.00 26696.00 NA 10.0 89.27  

30TMZ-18H SCG9390 Total RNA 47 NA NA NA NA NA NA 844.00 39668.00 NA 10.0 92.43  

30TMZ-36H SCG9391 Total RNA 47 NA NA NA NA NA NA 1020.00 47940.00 NA 9.8 90.48  

900TMZ-4H SCG9392 Total RNA 47 NA NA NA NA NA NA 484.00 22748.00 NA 9.8 87.72  

900TMZ-18H SCG9393 Total RNA 47 NA NA NA NA NA NA 808.00 37976.00 NA 10.0 90.85  

900TMZ-36H SCG9394 Total RNA 47 NA NA NA NA NA NA 1060.00 49820.00 NA 9.7 90.10  

 QC Note Legend for RNA  

1 2 3 4 

Not enough starting material RIN<6 DV200<70 DNA Spot Check >10% 
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Appendix D 

 

 

 

 

 

A 

rho = - 0.033 
miR-29b-3p (30TMZ) 

B 

rho = - 0.374 
miR-363-5p (30TMZ) 
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Figure 37. Correlation between p53 and miRNA expression among 30TMZ-
treated cells. 

Fold changes of p53 measured 4 h, 18 h, 36 h post-exposure to 30TMZ were correlated 
with fold changes in miR-29b-3p (A), miR-363-5p (B), and miR-485-3p (C) expression 
following the same treatment and corresponding time-frames. Figures are 
representative of one of multiple correlation combinations. Scatter plots represent 
individual data points of at least six (n = 6) biological replicates. No significant (p < 0.05) 
correlation is seen for any comparisons as determined by Spearman correlation. 

 

 

 

 

 

 

 

 

 

 

rho = - 0.333 
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miR-485-3p (30TMZ) 
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rho = - 0.519 

A 
miR-29b-3p (900TMZ) 

rho = - 0.521 

B 
miR-363-5p (900TMZ) 
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Figure 38. Correlation between p53 and miRNA expression among 900TMZ-
treated cells. 

Fold changes of p53 measured 4 h, 18 h, 36 h post-exposure to 900TMZ were 
correlated with fold changes in miR-29b-3p (A), miR-363-5p (B), and miR-485-3p (C) 
expression following the same treatment and corresponding time-frames. Figures are 
representative of one of multiple correlation combinations. Scatter plots represent 
individual data points of at least six (n = 6) biological replicates. A significant (p < 0.05) 
negative correlation is seen between p53 and miR-363-5p as determined by Spearman 
correlation. 

 

 

 

 

 

 

 

 

 

 

 

rho = - 0.416 
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miR-485-3p (900TMZ) 
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Table 11. Spearman correlation p-values of all sampling iteration combinations 

30TMZ    

Combination miR-29b-3p miR-363-5p miR-485-3p 
1 0.892 0.115 0.176 
2 0.814 0.464 0.176 
3 0.562 0.464 0.295 
4   0.072 
5   0.072 
6   0.163 
7   0.036* 

8   0.036* 

9   0.076 

      900TMZ 

1 0.027* 0.027* 0.086 
2 0.033* 0.019* 0.029* 
3 0.055 0.021* 0.029* 
4 0.042*   
5 0.041*   
6 0.020*   
7 0.030*   
8 0.042*   
9 0.056   

Note - * indicates statistical significance as determined by Spearman’s correlation. 
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Appendix E 

 

 

Figure 39. Log2 normalised CPM of selected miRNAs. 

Among the seven originally selected miRNAs for investigation, miR-29b-3p, miR-363-

5p, and miR-485-3p consistently had the highest expression among most groups. 

Therefore, these were selected for further investigation. 
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