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Abstract
Inspired by the role of mirror neurons and the importance of predictions in joint action, a novel decision-making structure is
proposed, designed and tested for both individual and dyadic action. The structure comprises models representing individual
decision policies, policy integration layer(s), and a negotiation layer. The latter is introduced to prevent and resolve conflicts
among individuals through internal simulation rather than via explicit agent-agent communication. As the main modelling
tool, DynamicNeural Fields (DNFs)were chosen. Datawas captured from human-human experimentswith a decision-making
task performed by either one or two participants. The task involves choosing and picking blocks one by one from sevenwooden
blocks to create an alpha/numeric character on a 7-segment. The task is designed to be as generic as possible. Recorded hand
and blocks movements were used for developing DNF-based models by optimising parameters using a genetic algorithm.
Results show that decision policies can be modelled and integrated with acceptable accuracy for individual performances.
In the dyadic experiment, using only individual models without the negotiation layer, the model failed to resolve conflicts.
However, with the implementation of a negotiation layer, this problem could be overcome. The proposed decision-making
structure based on DNFs is developed and tested for a simple pick-and-place task. However, the main primitive underlying
action of this task, pick-and-place, is indeed part of many more complex tasks people perform in their day-to-day life. Paired
with the possibility to gradually evolve the architecture by adding new policies on demand, the architecture provides a general
framework for modelling decision-making in joint action tasks.
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1 Introduction

Efficient collaboration between two human agents requires
them to have multiple capabilities such as perspective-taking
[1], understanding affordances [2], forming of expectations
of the next action [3], and timing ability [4,5] that all together
form a social cognitive process. The cognitive process starts
at the perception level when the agents assess the situation.
By constantly monitoring the environment and partner(s) the
agents can reach anunderstanding of the scene andpredict the
next action/event, which will allow the agents to choose the
required action, also known as “decision-making”, with the
help of problem-solving and reasoning skills [6]. The agents
may also communicate or interact non-verbally, if needed,
to decide on a shared plan. The process and results may be
stored for future use and allow remembering, reflection, and
learning [7].

For smooth and seamless Human–Robot Collaboration
(HRC) a robot also needs to be endowed with similar cog-
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nitive abilities, but today we are still far from achieving
this goal as cognitive architectures for joint action tasks
have rarely been investigated. Aiming for making a step
towards endowing robots with human-like decision-making
and negotiation abilities, in this paper we develop decision-
making models based on the observed behaviour of human
participants collaborating in a joint action task, considering
that human-human interaction can provide a good model for
human–robot interaction [8]. While we also model policies
(a decision policy determines the strategy of the agent in
making a decision) and integrate them, the main contribu-
tion of this paper is the proposition of a negotiation layer
compliant with the rest of the overall presented architecture
to resolve/prevent conflicts.

Our proposed architecture has the potential to increase
efficiency as besides serial actions (taking turns) also parallel
actions (working at the same time towards the same goal) are
covered. Further, the architecture can easily evolve over time
as new policies can be added on demand. Themodular nature
of the architecturemakes it e.g. possible to add policymodels
like preferences and affordances to make the architecture
applicable to a larger set of decision-making scenarios and
not only rationalist ones as the decision-making could be
based on a series of perceptual or experiential processes. This
can be achieved by modelling decision policies separately
and by integrating them only if required with the help of the
Policy Integration layer as explained in Sect. 3.5.3.

We consider and compare several modelling approaches
resulting in choosing the Dynamic Neural Field (DNF) as
the main modelling tool. To develop our decision-making
models and structure, a task was designed that is generically
representative of many collaborative joint object manipula-
tion tasks. The task involves choosing from a set of seven
wooden blocks to create a character on a 7-segment. The
pick-and place nature of the task is chosen as pick-and-place
is part of day-to-day life when interacting with objects in
different contexts from cooking together in the kitchen to
working on an assembly line inmanufacturing environments.
Human hand and chest movements as well as the location of
objects are being tracked and used as inputs to the model, see
Sects. 3.1–3.4 for details. Depending on the decision policy
different DNF structures are adopted as further explained in
Sect. 3.5. Finally, the performance of the models is measured
on training and test datasets (67/33 percent split) and com-
pared to trained Artificial Neural Networks (ANN) on the
same data with results presented in Sect. 4. These results are
discussed in detail in Sect. 5 and on their basis conclusions
and future work are formulated in Sect. 6.

2 Proposed Architecture and RelatedWork

Our proposed architecture for human–robot collaboration,
as depicted in Fig. 1, is inspired by neuroscientific find-

ings. Findings suggest that an agent runs internal simulations
whenever s/he attempts to perform an action or whenever
an action is observed while being performed by someone
else [9]. Since the 1980s the Simulation theory (ST), first
presented by Gordon [10], along with other approaches like
Theory theory (TT) and Rationality theory were competing
to explain different aspects of human cognition. TT argues
that people form a theory about their partner’s mental states,
Rationality theory uses rationality principles to achieve this,
whereas ST suggests that people internally simulate their
partner’s mental state to reach a“pretend”state [11]. Sim-
ulation theory has gained additional support in explaining
cognitive processes of human interaction after the discovery
of mirror neurons [12,13]. ST has also inspired roboticists
to develop cognitive architectures for safer [14] and more
ethical [15] robots.

Particularly in the pre-motor cortex, two types of mirror
neurons and canonical neurons have been found activated
during action execution, imitation, or when only observ-
ing other agent’s action. The mirror neurons were found
to be activated during an action execution or observation
with a specific goal, while the canonical neurons were found
to be activated with the presentation of objects that afford
goal-oriented actions [16,17]. Inspired by the role of the
mirror neurons in joint action [18] and the fact that predic-
tion is an essential part of this process, we propose a novel
decision-making architecture. Considering the importance of
prediction in the joint action process in which one’s own
action system is used to understand and interact with others
[13,19] to enable an agent to form expectations about the next
action of a collaborating partner, our proposed architecture
foresees mental models of the decision-making processes
of both the agent and of the interaction partner. Each agent
has its own decision-making system that allows combining
a series of independent individual policies by means of an
integration layer. The two decision-making systems of the
agents run in parallel through an internal simulation when
collaborating on a joint action task and their outcome enters
a negotiation layer. This layer is introduced to prevent con-
flicts in action execution by negotiating own independently
taken decisions with anticipated partner’s decisions. The lat-
ter is obtained by internal simulation of the mental model of
the partner. So, each agent is assumed to simulate its own
and its partner’s decision-making process and to integrate
the two independent decisions deriving from these processes
into one final outcome.

The final decision on the next action is reached after both
its own and the predicted partner’s decisions are integrated
in the negotiation layer. The negotiation layer works as an
implicit communication, as after the actions of both agents
are updated in real-time, these updated actions again trigger
a new outcome of the internal simulations of both agents.
Thus, if for example, both agents come to the same decision,
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Fig. 1 Proposed decision-making architecture for joint action: an
abstract depiction of the decision-making process of two agents. Each
agent’s decision-making process takes into account (i) its own prefer-

ence model (including different policies and policy integrator); (ii) an
internal simulation of its partner’s decision model (inspired by mirror
neurons); and a negotiation layer that combines (i) and (ii)

the one implementing the decision faster will have its action
allowed to be executed, while the other will be prohibited
to continue until the next foreseen action of the shared plan
starts.

The perception module in the architecture represents any
proprioceptive sensors that provide information on body
movements as well as sensors that provide information on
object movements. In developing our models, we utilised a
Vicon motion capture system and Microsoft Kinect to track
hand and object movements. However, depending on the
complexity of the recognition system, other stereo vision or
RGB-D cameras could be used. (The experimental setup and
used tracking sensors are described in Sect. 3.1).

Action generation is considered to be amodule that derives
required action commands for action execution and is not
considered the main topic of this research. It is assumed to
be covered by standard motion planning algorithms avail-
able in the literature when, e.g., implementing the structure
on a robot. It will receive the final decision and generates
a series of commands to be send to the low-level control

system of the actuators that then execute the individual
actions.

The plan module is to implement a shared plan for joint
action and differentiates between parts of the plan that can
be executed in series or also in parallel. It also activates the
related policy models or layers required for task implemen-
tation.

As Vinciarelli et al. [20] point out “mutual influences” in
the interaction process have not been well investigated. Sim-
ilar to our architecture, some of those reported in literature
are based on the concept of internal simulation of the partner.
For instance, Wolpert et al. [9], originally proposing only a
structure for action production or action observation of indi-
viduals based on theMOSAICmodel, argue that this concept
of forward-inverse models used for modelling single motor
control actions can be also applied to social interaction. How-
ever, the proposed architecture has never been implemented
for a real interaction scenario involving joint action.

Bicho et al. [21], on the other hand, proposed a decision-
making system for joint action based on Dynamic Neural
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Fields (DNF), but decision policies were hard-coded rather
than taken from human experimental data. They divided the
workspace into two sides to be able to predict an action to
be performed by a co-actor. Their assumption is that objects
in the area closer to each actor (human or robot) will only
be picked by the nearest actor. In our human-human col-
laboration experiments, however, people did not necessarily
act in this way. Further, their decision-making system was
only tested in joint action scenarios that involve serial actions
with collaborators taking turns and performing complemen-
tary actions, hence significantly reducing potential conflicts,
while our proposed architecture is developed for both serial
and parallel actions. In this way, there will be no need for an
actor to wait for the collaborator’s action to be finished and
if there is no physical constraint or limitations imposed by
the shared plan, the actor can perform an independent action
in parallel to the co-actor.

Further, there exists a large body of research that con-
siders different kinds of cognitive models and aspects of
human–robot interaction. However, only a few works con-
sider joint action tasks. For instance, Sarthou et. al [22]
proposed an architecture for perspective-taking where an
agent (human/robot) instructs the other. By nature of the task,
there is, however, no parallel action, and also the model does
not predict the other agent’s decision or action but provides
only its perspective for the partner.

Another example is themirror neuronmodel developed for
learning grasping skills by Metta et. al [23]. It is important
to note that in contrast to their work, we are not propos-
ing a model of mirror neurons, but rather an architecture for
human–robot interaction inspired by the role of mirror neu-
rons. In addition, our work focuses on joint action with two
agents rather than a robot that learns grasping from a human
demonstrator.

Recently, Beraldo et. al [24] further proposed a decision-
making structure that breaks down the process into decision
policies. This work also lacks the joint action aspect of the
interaction and has been developed for the teleoperation
of a mobile robot using a Brain-Machine interface (BMI)
based on Electroencephalography (EEG). In their architec-
ture, there is no module for conflict resolution similar to our
Negotiation Layer as reaching the same decision is desirable
and is not considered a conflict. The robot follows the con-
trol command unless an obstacle needs to be avoided. In that
case, the robot adjusts the path accordingly through “pol-
icy fusion” which may be considered related to our policy
integrator.

There are also a series of cognitive architectures in the
literature, like ACT-R [25], Soar [26] or R-CAST, which
are based on Recognition Primed Decision (RPD) models
[27]. What makes the proposed architecture different is that,

while these architectures are developed for individuals, we
present a model to be applied to joint action scenarios. More
specifically we introduce a model that helps resolve conflicts
in a joint action by means of a negotiation layer. Moreover,
decision-making policy models as well as the integration and
negotiation layer are developed based on a dynamical system
(DNF), while aforementioned architectures are either based
on declarativememory retrieval using instance-basedmodels
or rule-based (ACT-R) or probabilistic modeling approaches
like decision trees (Soar). One of themost recent applications
of the ACT-R architecture in modelling decision-making is
presented by Zhang et al. [28] for Human-Computer Inter-
action (HCI). While they developed a dynamic model for
“complex” interactions in HCI, their model only produces
a prediction of the individual’s decision, but the missing
embodied nature of robots and the collaborative nature of
the task with a shared plan make such a model not necessar-
ily applicable to HRC and joint-action scenarios.

2.1 Selection of Mathematical Modelling Framework

Considering the dynamic nature of human decision-making
processes, the desired mathematical framework for mod-
elling the decision-making module has to be able to imple-
ment this dynamic and predictive nature of the processes.
Although there are many dynamic probabilistic modelling
approaches available in the literature, finding accurate proba-
bility information on human decision-making would require
a large database. This makes the modelling based on such
approaches difficult, if not impossible as it would require
recordings of a large series of real human-human col-
laboration experiments. Thus, deterministic methods are
preferred as then modelling requires a relatively smaller
dataset. As argued by Kahneman and Tversky [29] peo-
ple do not necessarily make rational decisions. So, to have
a well-generalizing model, methods based on rationality
assumptions are not suitable for this work. At the same time,
the system should be able to cope with uncertainty and mul-
tiple alternatives while avoiding assumptions hence avoiding
normative approaches. So, the features of the required mod-
elling are categorised as:

• Desirable: Predictive, Multi Alternative, Dynamic, Cop-
ing with uncertainty

• Undesirable: Probabilistic, Normative, Static, based on
Rationality assumption

To finally choose a proper mathematical modelling frame-
work, some of the well-known techniques for implementing
decision-makingwere reviewed as presented in the following
paragraphs.
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2.1.1 Decision Trees

Decision trees are one of the most popular decision support
tools, a tree-like graph that starts from the decision that needs
to be made and branches to the chance nodes and further
sub-decisions and consequences of the decision in different
situations. The value of uncertain outcomes O is calculated
by multiplying the probability by the gained value of O .

Decision Trees (DT) have been used in many different
fields, for example: i) corporate decision making; ii) Artifi-
cial Intelligence (AI) and machine learning for applications
like decision support, regression, data mining; iii) path plan-
ning for mobile robots [30,31]. There has been an effort to
make DTs as dynamic as possible [31]. However, they have
been generally found to be not applicable when decisions
have to be made for a continuously changing and dynamic
environment. This is due to the fact that the general structure
of the tree and the main consequences, including their prob-
abilities of occurring, have to be known at the outset. This is
not always possible for applications like HRI when human
behaviour needs to be considered when establishing the DT
structure.

2.1.2 Expected Utility and Prospect Theory

In classical economics, Expected Utility (EU) Theory is used
in a descriptive way trying to explainwhy people make a spe-
cific decision. In philosophy, on the other hand, it is used as a
normative theorem explaining how people shouldmake deci-
sions. The essence of the theory is that people are considered
rational so they will make decisions to maximise the utility
of the outcome of their action [32]. The action of the deci-
sion maker will be state-dependent and, since the states are
uncertain, the expected value is calculated as a probabilistic
weighted sum of the utility of outcomes of action in different
states.

This theory has been popular in different disciplines
to explain human decision-making. However, as will be
explained in the following, EU theory has difficulties predict-
ing human behaviour. In terms of its use in robotics, there is
research on action planning using utility maximisation like
[33] with reported improved performance of planning. Like
DT this approach relies on knowing the probabilities of con-
sequences and needs information on the task at the outset.

As Kahneman and Tversky [29] well pointed out, EU the-
ory, as a descriptive or predictive theorem, is likely to fail
when it comes to real-life decision making. Instead, they
suggested Prospect Theory which tries to explain why peo-
ple are not always rational and do not always make optimal
decisions. The main idea of this theory is that people are nei-
ther always risk-averse nor always risk-seeking. Theymostly
seek risk when there is a high loss and mostly avoid risk
when there is a high gain. This makes the value function,

describing the value of an outcome, nonlinear in contrast to
the linear one in EU theory. Having a steeper value function
for losses means they have a higher effect than gains. Hence,
in Prospect Theory the final utility gets lower as people give
less value to higher gains by avoiding and not taking risks
in such a situation. Conversely, when there is a high loss
people tend to take higher risks and they give a higher value
to the outcome compared to what seems to be the rational
value. Like Utility Theory, Prospect Theory has been used in
many disciplines to explain human behaviour and decision-
making processes. Particularly in robotics, for example, it
has been used to model human behaviour for assistive robots
[34]. Prospect Theory is also relying on knowing proba-
bilities of events and consequences which limits its use in
highly dynamic environments. In addition, Expected Utility
and Prospect Theory have been mainly used for two alter-
native tasks but increasing the number of alternatives may
render the problem highly complicated.

2.1.3 Markov Decision Processes (MDP)

MDPs are a mathematical discrete stochastic model of
decision-making. An MDP includes several states, in each
of which the decision maker can choose from a pool of avail-
able actions. The probability of moving from one state to
another is a function of the current state, so, the next state
depends on the current one and the chosen action by the deci-
sion maker. The decision maker will receive a reward each
time the process moves from one state to another [35]. The
whole process relies on having complete knowledge of finite
states and actions. MDPs have been used in several applica-
tions like economics, automated control, manufacturing, and
robotics. A more generalised variant of MDPs are Partially
Observable Markov Decision Processes (POMDP) in which
the process does not have complete information on the cur-
rent state (the current state is uncertain) and not all the states
are completely known or“observable”. Similar to MDPs the
transition to the next state is a function of the current state and
current action. The main goal of both MDPs and POMDPs is
tomaximise the cumulative reward by optimising the policies
for choosing actions.

Among all the probabilistic approaches, POMDPs have
been usedmost in robotics as they can be applied in uncertain
and dynamic environments. Examples can be found in con-
trol, planning, and navigation [36–39]. POMDPs have been
applied to a vast range of fields likemachine vision, business,
corporate policy, andmarketing. However, they can only deal
with problems with certain characteristics such as having a
finite state set and following the Markov Property (meaning
that future states only depend on the current state and not
past states). Also, it can be highly computationally expen-
sive to assess all the rewards, transition probabilities, and
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observation probabilities [40] and thus, solutions are often
approximated.

2.1.4 Decision Field Theory

Decision Field Theory was introduced by Busemeyer and
Townsend [41], as a dynamical stochastic mathematical
model of decision making, initially focusing on problems
of approach-avoidance behaviour [42]. In contrast to nor-
mative theories, it tries to explain people’s behaviour and
decisions without a rationality assumption. The main feature
of this theory is that it dynamically models the evolution of
the decision during deliberation time rather than consider-
ing fixed states of preference. The theory is based on two
main psychological principles namely, approach-avoidance
in motivation theories and information-processing theories
of choice response time [41].

Decision Field Theory (DFT) is considered both dynamic
and continuous in time in contrast to previous theories which
are discrete in time.The real-timeDFT is definedby introduc-
ing a time variable h which is the time needed to process each
sample of valence difference. This is equal to the time needed
to process a pair of predicted consequences before switch-
ing attention to another pair. By having h approaching zero
the preference state will be developed in a roughly real-time
way. Although the initially presented formulation of DFT is
for a two-alternative task, a multivariate DFT has been also
presented in a connectionist interpretation way [43].

DFT has been applied to different cognitive processes like
visual sensory detection [44] and conceptual classifications
[45]. However, since DFT is in its nature a Markov process
[41], Markov assumptions are assumed to hold. In contrast,
human decisions may depend on past experiences. The main
advantage of DFT over other decision-making models, how-
ever, is that DFT tries to explain the process of decision
making rather than merely the end result, as it models the
evolution of the decision during the deliberation time.

2.1.5 Dynamic Field Theory

Dynamic Field Theorywas introduced bySchöner [46] based
on the mathematical formulation of dynamic neural fields
by Amari [47], as a framework for modelling cognitive
processes like detection, selection or working memory. It
combines the dynamics of attractors and repellers to form a
dynamic behaviour, formulated as follows:

τ u̇(x, t) = −u(x, t) + h + S(x, t)

+
∫

w(x − x ′)σ [u(x ′, t)]dx ′, (1)

σ(x) = 1

1 + e−βx
, (2)

where τ is the time scale, u the activation function over the
feature space x at time t , h < 0 a constant resting level, S an
external input or stimulus to the field, and the integral part is
to drive lateral interaction in the population with w(x − x ′)
as interaction kernel and σ [u(x ′, t)] a sigmoidal nonlinear
threshold function with a scaling parameter β. Depending
on the type of interaction kernel, the nature of the interac-
tion can change from global inhibition to local inhibition or
global excitation. This property is being used to model dif-
ferent cognitive processes. A global inhibition, for example,
is used for the selection process to achieve a stable choice
with minimised effect of environmental noise on the process
so that unless the target is shifting to another alternative,
the choice won’t change due to small environmental pertur-
bance, or a local inhibition is required for a detection process
in which the neural field needs to be inhibited in the immedi-
ate vicinity of the point of interest so that it stands out of the
neighbouring points. These are achieved through the inter-
action kernel as depicted in Fig. 2. As can be seen from the
equation, the interaction is computed through convolving the
interaction kernelwith a sigmoidal threshold of the activation
function.

The lateral interaction kernel is the key player in changing
the behaviour of the dynamic model. One common formu-
lation of the kernel is the following exponential equation:

w(x) = cex
−x2

2σ2e − ci x
−x2

2σ2i , (3)

where subscript e stands for the excitatory and i for the
inhibitory part of the kernel. By changing values of ce
and ci the excitatory or inhibitory effects of the kernel can
be varied. Similar to a normal bell curve σe and σi are
to adjust the bell shape. In Fig. 2 three cases of interac-
tion kernels are depicted, the green curve is for modelling
working memory, the blue one is to model a detection mech-
anism and the red one is to model a selection process in
the neural field. Neural Field Theory has been used in the
field of cognitive science to model sensorimotor decisions
[48], visual cognition [49], modelling object localisation
in the visual cortex [50], modelling visual perception [51]
and action understanding [52]. In terms of robotics applica-
tions, Dynamic Field Theory has been applied to areas like
navigation [53], aspects of human–robot interaction and col-
laborations like action understanding through imitation [54],
object recognition [55], verbal and non-verbal communica-
tion [56], decision making and joint action for human–robot
collaboration [21,57].

2.1.6 Summary of Comparison of Mathematical
Frameworks

Characteristics ofmathematicalmodelling frameworks intro-
duced so far are summarized in Table 1. In this table, when
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Fig. 2 Examples of interaction kernels: the green curve is formodelling
working memory, the blue one is to model a detection mechanism and
the red one is to model a selection process. (Color figure online)

a method has a feature, it is shown by a �, and if it doesn’t
with an X; colours red and green mean undesirable and
desirable, respectively. Apart from Dynamic Field Theory,
the reviewed approaches are mainly probabilistic methods
requiring information on the probability of actions and con-
sequences. While Expected Utility theory-based methods
require static and completely known problems in terms of
alternatives and consequences, Markov Decision Processes,
particularly POMDPs, Decision Field Theory, and Dynamic
Field Theory are applicable to uncertain and dynamic prob-
lems.Most of these approaches have been initially developed
for two-alternative forced choice tasks, however, some like
POMDP, DFT, and Dynamic Field Theory (DNF) can be
extended to multivariate alternatives. As can be seen from
Table 1, Dynamic Neural Field (DNF) has all the desired
requirements for developing a dynamic decision-making
model, even when only small datasets are available.

Further, although it is possible to create decision-making
models based on other frameworks with an extra layer of
data processing; the input data needs to be properly coded
so that the model can produce the required outcome like a
prediction of the next action/decision, most mathematical
models may fail to capture the embodied dimension of the
mirror neurons. In this context, however, DNFs bring a clear
advantage since they have the potential to map the physical
world on a dynamic neural field (see also section 3.5). All
these reasons make DNFs the best choice for our application.

3 Method

Tomodel decisionpolicies anddevelop the initially-introduced
decision-making module, we designed a series of experi-
ments to have either human individuals or dyads to work on
an instructed task so that we could observe their behaviour
and record data required to modelling their decision pro-

Table 1 Comparison of decision-making modelling methods
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Predictive X X

Multi Alternative X X X

Static X X X

Dynamic X X X

Coping with

uncertainty
X X X

Rationality

Assumption
X X X

Red: undesirable, green: desirable, �: feature available, X: feature
unavailable

cesses. Ethics approval for these experiments was obtained
from the ethics committee of the University of the West of
England (reference number: UREC16-17.03.10).

3.1 Experimental Setup

Participants were asked to work together in a table-top pick-
and-place task. Participants were monitored and a set of
data consisting of tracked 3D hand and chest position were
recorded using a Vicon motion capture system. To have a
clear baseline for evaluation, participants were instructed to
perform the task in a particular way, following a specific pre-
defined policy as introduced further below. The blocks were
equipped with Augmented Reality (AR) markers and their
motionwas captured using aKinect sensor. The experimental
setup is depicted in Fig. 3.

3.2 Task

The chosen task was designed considering certain require-
ments. The task was supposed to capture an aspect of
day-to-day life and be able to be completed by either indi-
viduals or pairs. It should be of an abstract level and be
extendable or generalisable later on to more complex tasks.
Also, as the focus of the work is on the process of decision-
making, the task should be as simple as possible to not require
any other cognitive processes like problem-solving adding
cognitive load, which might affect participants’ decision-
making.

Taking these considerations into account, the task was
chosen as follows: Participant(s) were asked to use provided
coloured blocks to form some alpha/numeric characters on
a 7-segment template, according to a provided instruction.
In terms of experiments with an individual participant, each
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Vicon Infrared Camera 

Kinect 

Fig. 3 Experimental setup. Two subjects collaborating in the dyadic
condition. The 7-segment shown on the top right is placed on the table
horizontally so that segment “d” comes to lie at the center of the table.
The subjects have markers attached to their hands and chest that are
captured by the Vicon tracking system. The AR tags on the blocks are
tracked by the Kinect camera

personwas asked to pick blocks one by one and place themon
the marked 7-segment shape. In the case of joint action, each
participant was asked to pick blocks one by one, being told
to “work together”, but leaving them the freedom to either
take turns or pick blocks at the same time.

3.3 Instructions and Procedure

Before starting the experiment, participant(s) were made
familiar with the setup and handed out an information sheet
that described their task. They were asked to sign a consent
form and were informed that they can withdraw their partic-
ipation at any point. Then, the participants’ right/left wrist
and chest were marked with motion capture markers. In each
trial participant(s) were asked to perform and complete char-
acters “H”,“3”,“E”,“9”,“6”,“2”,“5”,“8” on the 7-segment
shape usingprovided colouredblocks. For instance, a number
9 could be formed by covering segments “a”,“b”, “c”,“d”,“f”
and “g”. These characters were chosen to counter-balance
any effect of the blocks’ final position on the outcome (e.g.
H and 8 are symmetric while others are mirrored with respect
to different axes). To counter-balance any effect of blocks’
initial positions, blocks were randomly placed in the mid-
dle of the table by the experimenter after each character was
formed, with initial orientation changing between vertical
or horizontal placement (Fig. 4). Blocks’ in-the-line position
was also randomised. Participants were asked to sit on either
side of a table with minimum possible movement to perform
the calibration of all tracking systems assisted by the exper-

Agent1 Territory

Agent2 Territory

Agent1 Territory

Agent2 Territory

Fig. 4 Blocks’ initial position; the initial position was rotated 90
degrees for every other character in the task meaning if for the cur-
rent character blocks were initially placed horizontally (top image) for
the next they were aligned vertically (lower image)

iment conductor. Participants were provided with a set of
blocks marked with AR markers (Augmented Reality mark-
ers) and were instructed to grab each block in a way not to
cover the markers. Participants were also asked to pick and
place blocks one by one and to follow the predefined policy.
Participants’movementswere recordedwhen performing the
task. In terms of the collaborative phase, participants were
asked to always place the first block on the central segment.
This is to have both serial (meaning participants take turns
in picking up blocks) and parallel actions as it was observed
in pilot experiments that some participants performed the
task only in a parallel manner (picking up blocks at the same
time).

In two separate experiments for individuals and dyads the
following four conditions have been tested:

1. Distance policy: Each person has been asked to only pick
the closest block.

2. Colour policy: Each person has been asked to pick blocks
according to an order of colour irrespective of their phys-
ical position, i.e., nomatter where the block is located the
order of colours should be applied first. In terms of the
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dyadic experiment, each participant is given the same
order of colours.

3. Colour and Distance: Participants have been asked to
follow a colour order and at the same time pick the closest
block when there is more than one block of the same
colour. The data captured in this condition was used to
develop the policy integration layer.

4. Uninstructed: In this condition, participants are free
to pick blocks without being instructed to follow any
order.

3.4 Experimental Design and Participants

A between-subject design was chosen to avoid carry-over
effects from one condition to the other. In the first phase
of the experiment, 60 individuals took part, 15 people per
condition, 44 of which were male and 16 were female. The
average age of participants was 28.78 (SD 5.7) ranging from
20 to 48 years old with an average height of 175.4cm (SD
8.63) ranging from 157 to 191cm. In terms of handedness, 49
participants were right-handed and 11 were left-handed. All
participants reportednormal or corrected to normal vision (18
wearing glasses). In the second phase, 96 people in 48 pairs
took part, 12 pairs per condition, having an equal number of
male and female participants. The average age of participants
was 30.92 (SD 10.87) ranging from 18 to 67 years old with
an average height of 171.27cm (SD 10.26) ranging from 148
to 193cm. For handedness, 85 people were right-handed, 11
were left-handed and 2 reported being dual-handed but used
their right hand in the experiment. Participants formed 16
male only, 16 female only and 16 male/female dyads, 37
pairs of both participants being right-handed and 11 pairs
of mixed right and left-handed ones. All reported normal or
corrected to normal eyesight (44 wearing glasses).

3.5 Neural Field Structure

3.5.1 Structure for Distance policy

For modelling Distance policy, the table-top setup of the
experiment is mapped into a 2D DNF:

τ u̇(x, y, t) = − u(x, y, t) + h + S(x, y, t)

+
∫∫

w(x − x ′, y − y′)σ [u(x ′, y′, t)]dx ′dy′

with

w(x, y) = Cgi + Cee
−x2−y2

2σ2e − Cie
−x2−y2

2σ2i , (4)

where τ is the time scale, u the activation function over the
feature space x (mapped to the length of the table) and y

(mapped to the width of the table) at time t , h < 0 a con-
stant resting level, S an external input or stimulus to the field
(with one stimulus for each block and participants’ hands).
The integral part is to drive lateral interaction in the popula-
tion withw as interaction kernel and σ a sigmoidal nonlinear
threshold function with a scaling parameter β similar to
(Eq. 2). In the interaction kernel, w(x, y), subscript e stands
for the excitatory and i for the inhibitory part of the kernel.
By changing values of ce and ci the excitatory or inhibitory
effects of the kernel can be varied. Similar to a normal bell
curve σe and σi are to adjust the bell shape and Cgi decides
the amplitude of the global inhibition.

The projected position of the centre point of each block
and thewrist position of the participants’ wrists is mapped on
the x-y plane.Thex andy axes are thenused as features so that
each x-y coordinate of the blocks and wrist is considered the
position of an input stimulus to the neural field. Each stimulus
is modelled with a 2D Gaussian and the interaction of these
stimuli (through lateral interaction shown as integral part of
(Eq. 4) changes the field activation level in different locations
as the input stimuli change due to the agents’ motions. The
parameters to be learned for this setting aremainly interaction
kernel parameters (ce, σe, ci , σi , β, cgi ). Having properly
trained the model, interaction kernel parameters can change
the neural field behaviour such that the response to stimuli
will result in an activation of the field at the point of interest,
respectively the location of the chosen block.

3.5.2 Structure of Colour policy

The Colour policymodel, is a 1D DNF coupled with a mem-
ory trace (Eq. 5) having only colours as stimuli:

τp Ṗ(x, t)) = λbuild(−P(x, t) + f (u(x, t))) f (u(x, t))

−λdecay P(x, t)(1 − f (u(x, t))). (5)

where τp is the time scale, P(x, t) is the strength of memory
at point x of the DNF with u(x, t) as its activation function
and f is a sigmoid function. λbuild and λdecay determine the
rate of build-up and decay of the memory trace [58]. The
training for this structure is like memorising the colour order
by demonstrating the order and showing blocks one by one.
Thememory then forms pre-shapes for the colour order. This
model structure is similar to the work by Sandamirskaya and
Schöner [59] but implemented in a way that the neural field
stays activated to wait in the order until all blocks of the same
colour are removed by the participant(s) beforemoving to the
next colour in the order. This is done to simulate tasks with
an equal priority of actions in the plan. The parameters of
the Colour Policy DNF are chosen to be the same as the ones
reported in [59].
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3.5.3 Structure of Policy Integrator

This layer of architecture plays an important role in future
expansion. Having different policies modelled separately,
and integrated through this layer, makes the architecture
adaptable to different tasks. For the task at hand, to have
a correct prediction on the chosen block, the colour policy
model is coupled with the distance policy model. This pro-
vides a measure to decide when there exist multiple blocks
of the same colour. This means that the colour policy creates
a short list of the blocks to be picked and the distance policy
model predicts which one will be picked up. This is done
by having a DNF similar to the Distance policy with only
shortlisted blocks as stimuli being implemented and the final
block is chosen from the shortlist according to the distance
policy. This process occurs naturally in the DNF of the pol-
icy integrator as the amplitude of the input stimuli from the
output of the colour policy and distance policy models will
intensify the neural field activation for the chosen block.

3.5.4 Structure of Negotiation Layer

A simulation of the predicted partners’ actions runs simulta-
neously with the ’own’ model in the negotiation layer. This
simulation is to adjust the own decision to the predicted
partner’s decision accordingly to prevent any conflicts like
picking up the same object. This will also adjust the decision
based on the plan, so, if the model predicts that the partner
would perform the next step, like when a partner reaching
quicker to an object, the agent should either move on to the
next action or wait for the appropriate moment to perform the
next action. This is done by inhibiting own decisions when
the model predicts that the partner will perform the same
action, or excite the decision when it predicts that the part-
ner is waiting or performing another action. To achieve this,
the interaction kernel (W (x, y) in Eq. 4) of two DNFs of the
own agent model and the partner model, is adjusted based on
the human-human interaction experiment. This means the
desired outcome is achieved by learning when each DNF
should be inhibited (activation function being locally or glob-
ally deactivated) or excited (activation function either locally
or globally being further activated)

3.6 TrainingMethod

The recorded data from individual/dyad participants com-
pleting the task was used for training policy models as well
as integration and negotiation layers. The training was fairly
time-consuming as it took one month to optimise all parame-
ters for the individual phase and as layers added up it became
evenmore computationally expensive. The last training of the
negotiation layer for the colour and distance condition took
three months.

In the following, we briefly explain the procedure adopted
for training, which was applied to all policies (colour, dis-
tance, colour and distance) as well as the integration and
negotiation layer. The recorded data was split into training
and test datasets by randomly choosing the data from two
third of the participants for training and the rest for test.
With 15 participants for one condition, for example, data
from 10 participants was used for training and the rest for
testing. All the structures of Sect. 3.5 were implemented in
MATLAB using the DNF toolbox COSINIVA [60]. Param-
eters of the DNF models were optimised such that it resulted
in the desired activation of the field at the correct position
and time in the feature space. Basic work on how to train
DNFs focuses on gradient-based methods for a local search
or evolutionary algorithms for a global search as reported in
[61].We adopted a Genetic Algorithm (GA) [62] for a global
search. The recorded data was used as input to the network.
Information about the picked block and the predicted deci-
sion by the model was used to calculate the error over the
whole captured data. To make the results comparable, we
used the same error equation (Et ) for all the policies:

Et =
{
1 if Blockp,t �= Blockn,t

0 if Blockp,t == Blockn,t
(6)

E = �Et

N
, (7)

where Blockp,t is the predicted to-be-next-pickedblock eval-
uated at time t by the model and Blockn,t is the next picked
block evaluated at time t . The overall error E is then calcu-
lated by the average of errors over time. In total, 9 parameters
for each field are tuned by the GA: τ , h, ce, σe, ci , σi , β, cgi
and σw (width of the Gaussian stimuli for the participants’
hands). The population size was 200, with stochastic Uni-
form selection, Scattered crossover and Adaptive Feasible
mutation. The training was considered to be finished when
the stall generation limit of 50 was reached. The training
was performed using pure global coordinates for wrist and
blocks. This computationwas done in parallel on anHPZ640
14-core machine with 64 GB memory (RAM).

It is worth noting that the training of the negotiation
layer was done based on observed human behaviour dur-
ing joint action. Participants were observed, completing the
task, namely taking turns (serial actions) or at the same time
(parallel actions) and in few cases a mixture of both serial
and parallel actions. When the DNF was optimised for serial
actions, the amplitude of global inhibition was larger, while
for the parallel actions, it was smaller and the amplitude of
local inhibition was larger compared to the serial actions.
For a definition of global and local inhibition please refer to
Sect. 2.1.5. Consequently, a training set was formed by mix-
ing data from 3 trials with participants having mainly serial
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actions and 3 trials with participants having mainly parallel
actions.

4 Results andModel Validation

Validation of the trainedmodel was performed using a binary
performance measure similar to (7):

Pt =
{
0 if Blockp,t �= Blockn,t

1 if Blockp,t == Blockn,t
(8)

P = �Pt
N

, (9)

where Blockp,t is the predicted to-be-next-pickedblock eval-
uated at time t by the model and Blockn,t is the next picked
block evaluated at time t . The value of P should be close
to zero for a trained model well-fitted to the data, assuming
that subjects perfectly followed the instructed policy. This
measure was used for all the models to have a meaningful
comparison.

4.1 Validation Performance

The trained models were tested using separate test sets cre-
ated randomly from the recorded data of one-third of the
participants. The achievedmodel performance and optimised
DNF parameters are reported in Tables 2, 3 and 4. As can be
seen from Table 3, DNF parameters of the negotiation layer
when being trained for the Colour policy are the same as for
the Distance and Colour condition with serial actions. This
indicates that in the Colour only condition, the majority of
the participants were taking turns in picking the blocks and
serial actions are the main form of interaction. In addition to
the DNF activation function and interaction kernel parame-
ters, σw representing the width of the Gaussian stimuli for
the wrist of participants is presented in this table. While its
value has been in the same order for all conditions, for the
Distance policy of dyadic experiments the width was found
to be much smaller. This is due to requiring higher precision
as participants might pick two blocks next to each other. This
is why this parameter was also optimised, while the width of
Gaussian stimuli for the blocks remained at a constant value
of 0.5.

To compute performance measures, the developed mod-
els were applied to the recorded data. For individual models,
only data from individual experiments was used for train-
ing, while for testing data obtained in dyadic experiments
was used. In addition, the last row in Table 4 shows the per-
formance of the system without a negotiation layer. These
numberswere computed by adopting trained individualmod-
els for each agent and applying them to all data of the dyadic
experiments. The system, in this case, has a relatively low

accuracy for colour and colour and distance conditions and
shows slightly better performance for the distance condition
as each participant picks up the closest block hence reducing
the potential conflicts (unless participants of a dyad are of
opposite handedness).

As an example, snapshots of the activation function of
the 2D DNF mapped on the table-top along with “block lay-
over” are also depicted in Figs. 5, 6, and 7 to demonstrate
how these models work. The small sphere represents a par-
ticipant’s hand and the ellipse is their upper torso position.
The lines for the upper and lower arms are drawn approx-
imately as there has been no tracking information for the
elbows or shoulders. Figure5 and 6, show activation of the
neural field and the peak on the approached block, meaning
that it is predicted to be picked up by an individual partic-
ipant. Figure7 is for the same experiment, above showing
the DNF activation for participant 1 and below showing the
DNFactivation for participant 2, respectively.As can be seen,
when participant 2 is approaching the blue block, the DNF
of participant 1 is inhibited (no activation peak) and the DNF
for participant 2 has an activation peak over the blue block,
meaning it will be picked up by participant 2.

4.2 Comparison to Artificial Neural Networks (ANN)

Anall-in-one approach aiming for learning the decisionwith-
out breaking down the process into policies using a single
DFT model failed at the early stages of our research. Thus,
we decided to model policies separately as also indicated in
the overall architecture, resulting in the proposed gray-box
model. But to also test the DNF and the developed archi-
tecture against another black-box technique which has been
used in many fields of machine learning including decision-
making we further decided to compare it to Artificial Neural
Networks (ANN). For this purpose, a multi-layer perceptron
(MLP)was implementedwithh hidden layers ofd nodeswith
ReLU activation, l2-norm batch normalisation with a regu-
larisation penalty l2, dropout at rate dr , batch size b, using
the “Adam” optimiser with early stopping when the accuracy
on a 10% validation set had not improved for 20 epochs. To
tune these hyper-parameters, we used a random search in
the space of all combinations of hyper-parameters as defined
by our grid of possible values controlling topology, batch
size, normalisation, and dropout. Scikit-learn’s Randomised
Search method with 5-fold cross validation over 500 iter-
ations was used to tune the meta-parameters, thus in total
100 runs of 500 epochs were used to tune the MLP hyper-
parameters, resulting in h = 4, d = 64, l2 = 0.01, dr = 0.2
and b = 512.

Unlike the DNF, the MLP model does not have state,
so is making an independent prediction at each sampling
time-step. However, in practice, the users’ intentions only
change periodically, and far slower than the observation
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Table 2 Performance of the
policy models for the individual
experiment

Individuals experiment Condition

Distance STD Colour and distance STD

Individual Training set 89.52% 3.72 86.7% 2.94

Test set 84.69% 4.28 86.26% 3.08

The standard deviation is calculated by computing the accuracy of the model for each participant and then
calculating the standard deviation of these values (the accuracy scale is from 0 to 100%)

Table 3 DNF parameters of developed models for individual and dyadic experiments

Individuals experiment DNF parameters

h τ β ce σe ci σi cgi σw

Distance −2.99 19.44 9.52 25.49 1.01 11.02 3.59 −0.54 34.77

Integrator −2.93 18.94 10.78 25.01 0.88 12.52 3.59 −1.43 36.77

Colour For parameters see work by Sandamirskaya and Schöner [59]

Dyads experiment DNF parameters of the negotiation layer in each condition

Distance −3.10 17.06 2.28 3.62 16.59 9.89 21.91 −14.94 0.79

Colour −8.23 17.36 1.55 12.40 16.38 9.12 20.36 −13.34 38.30

Distance and colour (all actions) −7.19 13.04 1.29 20.03 10.82 5.35 23.60 −0.22 34.20

Distance and colour (only serial actions) −8.23 17.36 1.55 12.40 16.38 9.12 20.36 −13.34 38.30

Parameters of the distance policy and the integrator (colour and distance) are trained from the individual experiment presented in the first two rows.
Parameters of the negotiation layer for each condition were trained based on the data from the dyadic experiment presented in the third to sixth
rows. The two last rows present two sets of parameters for the negotiation layer of the distance and colour condition for all actions (fifth row) and
the last row for trials in which participants were taking turns performing serial actions

Table 4 Performance of proposed system with and without the negotiation layer in different conditions of the dyadic experiment

Dyads experiment Condition

Distance STD Colour STD Distance and colour STD

With negotiation layer Training set 88.46% 5.83 84.64% 2.89 85.31% 2.90

Test set 80.57% 2.37 83.58% 1.88 81.39% 3.00

Without negotiation layer 72.01% 11.72 57.67% 9.75 65.5% 8.1

No training was done for “Without Negotiation Layer” and the performance result is based on all recorded data. The standard deviation is calculated
by computing the accuracy of the model based on individual participants and then calculating the standard deviation of these values (the accuracy
scale is from 0 to 100%)

Fig. 5 Snapshot of 2D DNF
activation mapped on the
tabletop and overlaid blocks
when the participant is
approaching the first blue block
on the right in an individual
trial. (Color figure online)
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Fig. 6 Snapshot of 2D DNF
activation mapped on the
tabletop and overlaid blocks
when the participant is
approaching the black block
after placing the blue block in an
individual trial. (Color figure
online)

Fig. 7 Snapshot of 2D DNF
activation for participant 1
(above) and participant 2
(below) mapped on the tabletop
and overlaid blocks when
participant 1 and participant 2
are approaching a blue block at
the same time. The neural field
of participant 2 is activated with
a peak over the blue block
predicting this block will be
picked up since participant 2
was moving faster than
participant 1, while the
activation for participant 1 was
inhibited. (Color figure online)

Participant1

Participant2

(a) DNF for participant 1

Participant1

Participant2

(b) DNF for participant 2

sampling rate, so access to “memory” could be beneficial.
Therefore, we also implemented an LSTM recurrent neu-
ral network (RNN), presenting it with a sliding window of
samples (xt−w, xt−w+1, . . . , xt ) from which to predict xt+1.
Tuning the meta-parameters, in particular for the batch and
window size w proved excessively computationally expen-
sive, so after initial experimentation a topology of two layers
of 50 LSTM nodes followed by a single dense layer of 64
nodes, and dr = 0.25 was used, with “data” values ofw = 8,
b = 512. The ReLU activation functions was chosen as in
our experience they work well on a range of non-image prob-
lems.We also did some preliminary experimentationwith the
use of alternative activation functions such as sigmoid and
tank, but the results were not promising.

The results from the two ANN’s are shown in Table 5
and further compared to the DNF performance in Table 5.
Please note that the accuracy is similar in most conditions
for training data but the ANN model is not comparable for

the Colour condition as the DNF model memorises the order
and has 100% accuracy in individual experiments (Table 6).

As can be seen, despite having “memory”, the recurrent
network did not always achieve the same level of training
accuracy as the more basic MLP, and the gap between accu-
racy on the training and test sets was typically far greater—a
classic sign of “overfitting”. The MLP also displays some
signs of overfitting and never reaches the test accuracy
observed with the DNF. Possible reasons for this are as fol-
lows:

• The form of the model: the MLP does not have state, and
so cannot take advantage of the differences between the
rate of decision-making and sampling. This should have
been ameliorated by the use of LSTM nodes in the early
layers of the recurrent model—and was for all but the
individual-distance combination.
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Table 5 The performance of the
developed ANN models. The
standard deviation values were
calculated over 10 runs
(accuracy scale is 0 to 100%)

ANN results Condition

Distance STD Colour STD Distance and colour STD

MLP Individual Training set 79.08% 3.27 86.62% 3.44 92.23% 1.04

Test set 43.92% 2.32 77.99% 1.93 85.18% 1.38

Dyad Training set 75.25% 3.19 89.54% 0.76 90.30% 2.05

Test set 45.08 2.14 67.24% 2.31 73.69% 2.64

RNN Individual Training set 61.82% 1.18 78.67% 1.23 79.71% 0.71

Test set 24.72% 1.35 64.32% 0.81 63.68% 1.02

Dyad Training set 59.21% 5.26 81.84% 0.34 85.89% 0.82

Test set 18.76% 2.75 67.81% 1.39 46.61% 0.88

Table 6 Comparing performance of DNF, MLP and RNN in different
conditions of the individual and dyadic experiments

Condition Accuracy (%)

DNF MLP RNN

Distance

Individual Training set 89.52 79.08 61.82

Test set 84.69 43.92 24.72

Dyad Training set 88.46 75.25 59.21

Test set 80.57 45.08 18.76

Colour

Individual Training set 100 86.62 78.67

Test set 100 77.99 64.32

Dyad Training set 84.64 89.54 81.84

Test set 83.58 67.24 67.81

Colour and distance

Individual Training set 86.7 92.23 79.71

Test set 86.26 85.18 63.68

Dyad Training set 85.31 90.30 85.89

Test set 81.39 73.69 46.61

Bold type indicates highest value in each row, but we do not assert
statistical significance (accuracy scale is 0 to 100%)

• Insufficient computational budget for meta-parameter
tuning and training: direct comparisons are difficult as
the MLP and RNN were built on a 48-core processor
exploiting two fast GPU cards. However each was given
a week’s runtime, which approximately equates to the
month on a slower machine for the DNF.

• The greater complexity (number of weights to learn) is
greater than the DNF and consequently requires more
training data to avoid overfitting. This should have been
ameliorated by the use of early stopping. Nevertheless,
both MLP and RNN have several categorical meta-
parameters to tune, followed by thousands of continuous-
valued weights for which values must be optimised.

• The algorithm used to optimise the model parameters:
both used stochastic algorithms, but the DNF parameter

space was searched using the global search of an evo-
lutionary algorithm, whereas because of the far greater
search space size, the MLP and RNN networks used a
variant of local search (gradient descent).

In summary, the evidence suggests that theMLP is outper-
formed by theDNFdue to its lack ofmemory. For some tasks,
the RNN approached or bettered, the accuracies of the DNF
in its performance on the training data. However, to an even
greater extent than theMLP, it suffered from “overfitting”, so
that predictive accuracy on unseen test data was poor. Given
greater computational budget for tuning the meta-parameters
(such as network size, “early-stopping” rule) could possibly
have been improved. However, the greater simplicity of the
DNF makes global optimisation feasible, and reduces the
likelihood of overfitting, making it faster and simpler to tune
to a good level of accuracy for different tasks.

5 Discussion

The proposed decision-making structure based on DNFs is
developed and tested for a simple task. However, the main
primitive underlying action of this task, pick-and-place, is
indeed part of many more complex tasks people perform
in their day-to-day life. Hence, we strongly believe that it
is possible to apply this structure also to more complicated
tasks, which needs to be still proven in our futurework. There
might be a need to integrate more policy models though and
to eventually also update them over time. This modularity,
however, is considered a clear advantage of our architecture
as it allows evolving it over time by adding or removing
required policies for different tasks with different degrees of
complexity. On the other hand, as pick-and-place is a natural
part of many collaborative tasks, we consider it reasonable to
re-use the already trained Distance policy without any need
for further training and to extend the idea of theColour policy
to any preferred order of actions. Hence, there would be only
a need to train further involved policies as well as the inte-
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gration layer. We further assume the negotiation layer would
not need to be re-trained as long as themain nature of the task
remains a pick-and-place process, each agent is performing
an action either in series or in parallel to the other agent to
achieve the shared goal and there is no shared action like car-
rying a large object together as well as the negotiation layer
has been trained with a sufficiently rich dataset to capture
a large series of eventual cultural or personal preferences.
Otherwise, offline re-training or better online updating of the
negotiation layer may be required. All these assumptions,
however, need to be still proven in our future work.

An all-in-one approach aiming for learning the decision
without breaking the process down into policies with a sin-
gle model based on a DNF failed at the early stages of our
research, hence, we decided to model policies separately as
also indicated in the overall architecture and resulting in
the proposed gray-box model. A clear benefit of modelling
each policy separately and integrating them in a second step
rather than a learning-all-in-one approach is that properties
of individual policies can be considered. For instance, in our
task, the Colour policy is learnt by memorising the colour
order and the Distance policy model is trained based on the
recorded data optimisingDNF parameters using aGA.Using
the integration layer makes it possible to have several policy
models trained with various approaches and integrated in the
overall architecture. Furthermore, having the policy models
developed separately makes it possible to easily add more
policies to the architecture depending on future tasks. Some
possible extensions are explained in the next section as future
work. In addition, the chosen task and instructions make it
possible to generalise the developed models for a complex
task without requiring a complete retraining of the models.
As mentioned before, a Distance policy is an integrated part
ofmost pick-and-place tasks. The colours order also has been
chosen in a way so that Colour policy could be generalised
for other tasks with orders of actions, either with serial order
like picking the red block first then the blue one, or having
a parallel order for two actions with the same priority, like
picking either of the blue blocks.

Despite close performance of the RNN models to DNF
models for the training data in some conditions, for the test
data, DNF outperformed both RNN and MLP. It can be due
to the nature of DNF models and having a travelling wave
for the movement of the blocks and participants, while MLP
does not have state, and so cannot take advantage of the dif-
ferences between the rate of decision-making and sampling.
This should have been ameliorated by the use of LSTMnodes
in the early layers of the recurrent model. However, insuf-
ficient computational budget for meta-parameter tuning and
training of RNNmodels considering their greater complexity
(number of weights to learn) than the DNF model conse-
quently requires more training data to avoid overfitting.

It is noteworthy that the GA itself is governed by several
parameters and operator choices, most notably whether it
was allowed to re-evaluate duplicates (we did not restrict
this). Moreover, the GA is evolving the weights for the
DNF, whereas the random search is tuning the MLP hyper-
parameters, but the MLP weights are being tuned by a
sophisticated meta-heuristic (Adam). Therefore we would
argue that although we have attempted to achieve parity of
computational effort within the use of standard toolkits (to
replicate research), it is probably never possible to guaran-
tee exact equality. As for LSTM, for computational reasons,
we were not able to undergo the same systematic use of
grid-search in the space of hyper-parameters. However, our
preliminary studies revealed the LSTM performance was not
overly affected by variations.

As the model was developed using a supervised learning
approach, the outcome was compared to ANN as another
supervised learning method. Nonetheless, an attempt was
alsomade to applyPOMDPon the datasets.Wang [63] found,
although initial implementations using POMDP based on an
artificially created dataset seemed promisingwhen applied to
the real dataset the POMDP-based model completely failed.
This is likely due to the noise in the data. The recorded
data consists of tracking coordinate frames of participants’
motion and there aremany short temporary losses of tracking.
This, however, does not affect the DNF-based model as its
dynamic nature damps a sudden change in the input stimuli.
In addition, when lacking the probability of events and con-
sequences, Reinforcement-Learning(RL)-based approaches
typically require many iterations so would be less practical
for human–machine collaboration.

In our experiments, the majority of people tended to min-
imise their energy consumption by picking the closest object.
This has been also observed when participants were asked to
perform the task without any instruction, making Distance
policy the main naturally chosen policy in a pick and place
task. In this case, using the system only withDistance policy
models resulted in 87.78% prediction accuracy.

Inspired by mirror neurons and implemented by using
DNFs, the negotiation layer may also facilitate safe human–
robot collaboration. The collaboration will be safer as the
Negotiation Layer reduces the chances of conflicts and,
thereby, unwanted or unintentional contact since the human’s
action is directly affecting the robot’s decisions. As Table 4
presents, our results showed that in dyadic scenarios, incor-
porating the negotiation layer improved the model perfor-
mance, for example, the highest improvement was for the
Colour Policy experiment by 26%.

Using DNFs along with a global optimisation approach
like a GA to optimise its parameters has one disadvantage,
i.e., it is computationally expensive. However, one could
expect this to be mitigated in the future by emerging faster
high-performance computers. For example, in this work dur-
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ing the training phase, a machine with 14 cores was used
to run the optimisation in parallel making the training sig-
nificantly faster than using a normal computer. Gradient
descent approaches (available in Matlab) were also tested
for optimising the parameters, however, they did not con-
verge and ended with a relatively high error. This suggests
that GA was a good choice for optimising DNF parameters
as it can escape local minima. On the other hand, using a
global search approach has made the training highly compu-
tationally expensive. Although this could be alleviated by
advances in computing power and parallel processing, at
present, it has limited the training phase. At the same time,
considering the dynamic behaviour of the DNF, it is highly
resilient to variation in its input and, in most previous work
(cited in Sect. 2.1.5) for less complex systems, its parame-
ters were chosen manually through expert tuning. Another
advantage of using DNF for modelling decision-making is
that it can capture the dynamic process of human decision-
making. For example, in our data from the pick-and-place
task any changes in the human motion indicating a change in
the decision would dynamically change DNF activation on-
the-fly and the predicted decision would be updated. When
using a 2DDNF this process can also be visualised for a better
understanding of the decision-making process and evaluation
of the model performance.

6 Conclusion and FutureWork

In conclusion, a novel decision-making architecture was
presented. Our results indicate that modelling complicated
policies can be achieved by integrating single policies and
that conflicts can be resolved or prevented in a joint action
by means of internal simulation in the proposed Negotiation
Layer. The structure can be used for different tasks pro-
vided that the relevant policies are modelled and integrated
into the system. Partner’s actions are always considered in
the decision-making process for joint actions, hence making
this system a good candidate to be embedded in robots for
human–robot collaboration (HRC).

The current structure of the decision-making module is
designed to be extendable by introducing new policies as
needed, which is a clear advantage of our proposed architec-
ture. Currently, it is assumed that both agents have an equal
affordance for all actions, however, inspired by the role of
canonical neurons, in the future a policy model could be
added for the agents’ affordances to have an architecture for
heterogeneous agents. Another example can be modelling
user preferences resulting in a personalised robot that can
adapt to the user needs. This makes the architecture suitable
formany applications; fromproduction lines to care-working
or companion robots for older adults. It is also possible to
combine this architecture with the one proposed by Sarthou

et. al [22] for considering tasks inwhich agents have different
perspectives of the environment. This could be done either
by using their proposed modelling approach or a unified
approach of using DNF models for the agent’s perspective.

Further improvements may be achieved by training the
models by means of Partially Observable Monte Carlo Plan-
ning (POMCP) similar to Goldhoorn et al. [64].
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