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Abstract—At present, there are about 70 million deaf people
using sign language in the world, but for most normal people,
it is difficult to understand the meaning of the sign language
expression. Therefore, it is of great importance to explore the
ways of recognising the sign language. In this paper, we propose
a dynamic sign language recognition method based on the
modified long short-term memory (LSTM) model. Firstly, we use
Leap Motion to collect the features of Chinese Sign Language
(CSL). LSTM has a good effect in processing time series data,
but the parameters of its hidden layer are shared, making it
important information lost when dealing with long time series.
The attention mechanism can give different attention weights to
different features according to the correlation between the input
data and output data, so as to enhance the model’s attention
to key information. Therefore, we combine LSTM with attention
mechanism for dynamic sign language recognition. Experimental
results show that the recognition accuracy of the modified
LSTM model is 99.55%, which is higher than that of LSTM
model. Finally, we developed a sign language human-computer
interaction system, which verifies the real-time performance and
effectiveness of the method proposed in this paper.

Index Terms—Sign language recognition, LSTM, Attention
mechanism, Leap Motion

I. INTRODUCTION

Sign language recognition is a kind of gesture recognition,
which is more practical than ordinary gestures. Although
deaf-mutes can communicate barrier-free with each other
through sign language without barriers, it is difficult to use
sign language to communicate smoothly between deaf-mutes
and ordinary people haven’t learned sign language before.
Therefore, the efficient sign language recognition has strong
practical significance, which can help deaf-mutes to participate
in normal social activities.

Sign language recognition can be divided into static and
dynamic sign language recognition. Static sign language
recognition refers to the recognition of the sign language
expressed in static data. Kuznetsova et al. [1] proposed a
high-precision method to recognize static sign language. They
first obtained the depth image, then obtained the key features
by rotating, translating and scaling of the image, and trained
the multi-layer random forest to classify the feature vector
for sign language recognition. In [2], Amaya et al. used
principal component analysis and support vector machine to
conduct a sign language recognition system. The method
included color information detection, skin region separation,
hand segmentation, morphological operation, gesture feature
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extraction and classification. And the results showed that the
test accuracy of their method was higher than 80%, and the
execution time of each frame was only 59 milliseconds. In [3],
[4], the collected images containing gestures are used to train
the convolutional neural network (CNN) recognition model for
sign language recognition.

Static sign language recognition uses static data, which is
easy be achieved in data acquisition, feature extraction and
recognition. However, the actual sign language is often a
series of continuous actions, rather than static, so the static
sign language recognition has great limitations in practical.
Different from static sign language recognition, dynamic sign
language recognition uses continuous sequence data. It has
high practical value, but at the same time it is more complex
to implement. Huang et al. [5] proposed an sign language
recognition method based on key frame center segment. They
extracted the key information in sign language as features.
Finally, this method was tested on the data set of isolated sign
language and achieved a good effect.

Deep learning methods are also widely used for dynamic
sign language recognition. In [6], Camgoz et al. used CNN
to conduct a framework that could translate the video sign
language into spoken language. Pu et al. [7] developed a
method based on three-dimensional convolution residual net-
work and the encoder-decoder network for sign language
recognition. The former is used to learn the data features,
while the latter is used to learn sequence models. Ariesta et
al. [8] proposed a sentence-level sign language recognition
method. They used CNN and bidirectional recursive neural
network (RNN) to recognize sign language. They applied
three-dimensional CNN to extract features from each video
frame, while bidirectional RNN was used to obtain features
from gesture actions in video sequences. Cui et al. [9] used
CNN and RNN for feature extraction and sequence learning
separately and then constructed an end-to-end sign language
recognition framework.

However, RNN model has some problems, such as gradi-
ent disappearance and gradient explosion, which make RNN
model perform poorly in long-time sequence data processing
[10], [11]. In order to solve the problems of the RNN model,
researchers proposed LSTM model [12], [13]. LSTM model
can process sequence better, so it is often used as a method
of dynamic sign language recognition [14]. Liu et al. [15]
proposed an end-to-end sign language recognition method
based on LSTM, considering that the LSTM can well learn
the context information of sequence data. In [16], the 3D



convolution residual network and bidirectional LSTM network
were combined to realize dynamic sign language recognition.
Kumar et al. [17] used Kinect and Leap Motion to get the
feature of dynamic hand gesture, and proposed a multimodal
recognition method with a Hidden Markov Model (HMM)
and bidirectional LSTM. In [18], a human-robot interaction
framework was constructed based on hand gesture recognition,
Leap Motion was used to extract hand features and LSTM was
adopted to predict the dynamic hand gestures. The method was
applied in human-social robot interactions.

Extracting information from the natural data is important
in dynamic sign language recognition and other cases [19].
There are two important steps to improve the efficiency and
accuracy of sign language recognition: focusing on the critical
information of the sequence data of dynamic sign language
and reducing the attention to unimportant information. In
neural network, attention mechanism is used to calculate the
correlation between input data and output data to enable the
model to focus on useful information [20]. Therefore, it has
a excellent performance in the tasks such as natural language
processing, image recognition and speech recognition [21]–
[23].

LSTM model is an effective model to solve time series
problems. It not only has the advantages of traditional neural
network, but also can save the historical information of data.
However, since the parameters of the hidden layer of the
LSTM model are shared, important information is easily lost in
long time series problems, resulting in a waste of information
resources. Therefore, we introduce the attention mechanism
into the model and combine it with LSTM network. At-
tention mechanism can solve the problems of LSTM model
effectively. It can provide corresponding weights for each
feature according to the correlation level between input data
and output data, so as to strengthen the model’s memory of
important information and ignore irrelevant information.

Vision-based dynamic sign language recognition method
extracts key features from videos for corresponding recog-
nition. Although videos are easy to obtain and contain rich
information, the computational cost of processing video is
large, and it is easy to be affected by lighting conditions
and other factors. In contrast, the skeleton data of hands
can represent the information of the hand accurately, with
less other interference factors. The Leap Motion is a kind
of hand three-dimensional data acquisition equipment based
on computer vision. The device can collect a variety of hand
information such as the position and direction of hand joints
and the speed of fingertip movement, among other things. In
recent years, it has been widely utilized by researchers for
dynamic gesture recognition [24]–[26].

Inspired by above works, we use Leap Motion to extract
features of sign language and combine the LSTM and attention
mechanism to achieve dynamic sign language recognition. The
main contributions are as follows:

1. The LSTM is strengthened with the adoption of attention
mechanism and then used for dynamic sign language
recognition based on the features obtained by Leap Mo-
tion.

2. The proposed method is applied in a novel framework
for human-computer interaction through sign language.

In this work, we use the key point data of hands detected by

Leap Motion to recognize dynamic sign language, and use the
sign language recognition results to realize human-computer
interaction. The rest of the paper is organized as follows. In
Section II, we mainly introduce the Leap Motion and the
collected features in detail. The methodology is presented in
Section III. In Section IV, we mainly compare the results
of the different experiments and design the human-computer
interaction system. In Section V, we summarize this work and
discuss further work.

II. DATA COLLECTION

A. Leap Motion

Leap Motion is a somatosensory controller released in 2013.
It has powerful algorithm supports, which can directly display
the detection results of each joint of the hand on the user
interface and realize the accurate grasping of objects in the
virtual scene. Compared with other devices, Leap Motion has
advantages of small volume, high accuracy of hand recognition
and good real-time performance. Leap Motion uses the right-
handed coordinate system, and each unit in the coordinate
system represents a length of one millimeter. The center of
the device is set as the origin of the coordinate. The vertical
upward direction is the positive direction of the Y-axis, the
horizontal plane is composed of X axis and Z axis. The
coordinate system of Leap Motion is shown in Fig. 1.

Fig. 1: The coordinate system of Leap Motion.

Fig. 2: Structure of the hand.



Leap Motion can accurately identify the hand and provide
a series of gesture related information. Frame data is the core
of Leap Motion data. Each frame dataset contains all the
information of fingers, fingertips, gestures and their position,
speed, direction, rotation angle and so on. For each hand, the
corresponding hand model will be generated, including thumb,
index finger, middle finger, ring finger, little thumb and wrist
joint, as shown in Fig.2. The detectable area of Leap Motion
is a spatial inverted pyramid, with a horizontal field angle
of 140°, a vertical field angle of 120°, an interactive depth of
10cm-60cm, and a height of up to 80cm. If the hand appears in
the recognition area of the Leap Motion, it will automatically
track, and output a series of data frames in real time, refresh
constantly. The Leap Motion can collect 200 frames of hand
data per second with an accuracy of 0.01mm. In this paper,
we use Leap Motion to collect the dynamic hand gestures of
sign language.

B. Features collection

We used Leap Motion to collect the relevant features of the
both hands, as shown in TABLE I. The pitch of the palm is
represented the angle between the z-axis and the projection of
the vector onto the y-z plane. The yaw and roll of the palm are
represented by the angle between the z-axis and the projection
of the vector onto the x-z plane and the angle between the
y-axis and the projection of the vector onto the x-y plane,
respectively. For a clearer description, we use Fig.3 to visualize
the collected features.1

TABLE I: Sign language features collected by Leap Motion

Features Dimensions

Position of the palm 6

Normal of the palm 6

Direction of the palm 6

Pitch of the palm 2

Yaw of the palm 2

Roll of the palm 2

Position of the fingers 30

Distance between the fingertips and the palm 10

Position of the joints 126

Fig. 3: Hand features collected by Leap Motion.

III. METHODOLOGY

A. LSTM

LSTM model is composed of a memory cell, a forget gate,
an input gate, and an output gate, so it could save the historical
information of the sequence and solve the timing problem
effectively. Sign language can be regarded as a continuous
series of dynamic gestures. Therefore, LSTM is very suitable
for recognizing sign language actions. The structure of LSTM
is illustrated in Fig. 4. xt represents the input of LSTM model,
ht represents the output of LSTM model, ft is the forget gate
variable, it is the input gate variable and ot is the output gate
variable. t and t−1 indicate the current time and the previous
time. ct and c̃t represent memory cell state and the memory
gate respectively.

Fig. 4: Structure of LSTM.

The forget gate, input gate, and output gate control the flow
of information, and their calculation methods are shown in (1)
to (6).

ft = σlstm(Wf · [ht−1, xt] + bf ) (1)

it = σlstm(Wi · [ht−1, xt] + bi) (2)

c̃t = tanh(Wc · [ht−1, xt] + bc) (3)

ct = ft ∗ ct−1 + it ∗ c̃t (4)

ot = σlstm(Wo · [ht−1, xt] + bo) (5)

ht = ot ∗ tanh(ct) (6)

where Wf ,Wi,Wc and Wo represent the weight matrices of
corresponding subscripts. bf , bi, bc and bo are the biases of
corresponding subscripts. σlstm and tanh represents a sigmoid
function and a hyperbolic activation function respectively, and
the expressions are shown in (7) and (8) .

σlstm(x) =
1

1 + e−x
(7)

tanh(x) =
ex − e−x

ex + e−x
(8)

B. The modified LSTM model

Although the LSTM model has a good performance in
dealing with timing problems, it still has some limitations.
The hidden layer parameters of LSTM are shared, which may
cause the model to lose some key information. For example,
in the process of dynamic gesture recognition, LSTM may
not distinguish the importance of continuous gesture features
well, causing the model to lose important information. Atten-
tion mechanism can solve this problem effectively. Attention



mechanism [21] can get the correlation between the input data
and output data, so that different information can be weighted
differently. For the time period that has a greater impact on
the results, the attention mechanism will give a larger weight
to them, and for the time period that has a less impact on
the output results, the attention mechanism will give a smaller
weight to them. Therefore, the model can pay more attention
to key data and weaken the influence of unimportant data,
which greatly improves the effect and efficiency of the model.

The structure of attention mechanism is shown in Fig. 5.
hi is the input data of the model, si is used to indicate the
correlation between input information and output information,
the softmax function is used to normalize the calculated
correlation si, so that the attention weight coefficient ai of
input data can be obtained. Finally, the output sequence H can
be obtained by weighted summation of the attention weight
coefficients and the input data. Through the above steps,
the network model can focus on the information with high
weight coefficient and ignore the information with low weight
coefficient, thereby improving the recognition accuracy of the
model.

Fig. 5: Structure of attention mechanism.

Due to the multi-level and multi-dimensional characteristics
of hand features, different hand features have different effects
on the LSTM network. The traditional LSTM model cannot
solve the problem of sign language recognition well, so we
combine the LSTM with the attention mechanism in this paper.
The model structure of the modified LSTM network is shown
in Fig. 6. The model consists of five parts: input layer, LSTM
network, attention layer, full connection layer and output layer.
The specific implementation steps are as follows:

1. Firstly, the different features collected by Leap Motion
are input into the LSTM model, and the features are
encoded by the network to obtain the intermediate hidden
state [h1, h2, ..., ht].

2. Take the hidden layer state [h1, h2, ..., ht] as the input
of the attention layer, and then we use Multi-Layer
Perception to calculate the correlation between vector
hi(i = 1, 2...t) and output yt, as shown in (9).

si = MLP (hi, y) = vT tanh(W1hi +W2y) (9)

where MLP (∗) is the Multi-Layer Perception, tanh() is
a hyperbolic activation function, and v, W1 and W2 are
the parameters to be trained.

3. The obtained correlation si is normalized by softmax
function to obtain the attention weight coefficient ai of
each feature, as shown in (10).

ai = softmax(si) =
exp(si)∑t
j=1 exp(sj)

(10)

4. Weighted summation of the attention weight coefficient
ai and the vector hi(i = 1, 2...t) to obtain the output
sequence H , as shown in (11).

H =

t∑
i=1

aihi (11)

5. Finally, the output sequence H is adopted to the full
connection layer to obtain the outputs.

Fig. 6: Structure of the proposed method.

After adding the attention mechanism, the modified LSTM
model can assign different weights to different features. The
model can learn the importance of different features and
extract important information from dynamic sign language,
improving recognition accuracy.

IV. EXPERIMENT

A. Experimental setup

In this section, we will test the performance and efficiency
of the proposed method. We conducted experiments on a
laptop equipped with Intel Core i5-6200u CPU. Sign language
generally includes one-handed sign language and two-handed
sign language. Common one-handed sign languages include:
”you”, ”me”, ”good”, ”thanks” and so on, as shown in Fig.
7a and Fig. 7b; Common two-handed sign language include:
”what”, ”happy”, ”please” and so on, as shown in Fig. 7c
and Fig. 7d. When Leap Motion collects one-handed sign
language, we set the related data of the other hand to match the
collected sign language data, thus ensuring the same dimension
of the input data. We collected 20 dynamic sign languages to
create a sign language dataset, as shown in TABLE II. These
dynamic sign languages were collected from five individuals
who repeated each gesture 100 times at different speeds.



(a) you (b) me

(c) happy (d) meet

Fig. 7: Several examples of sign language.

TABLE II: 20 common examples of sign language

you me can good please

and go want here home

where thanks what give look

how much happy no matter meet goodbye

B. Results

We use the features introduced in Section II to train and
test neural networks. The experimental results are shown in
Fig.8. It can be seen from the experimental results that after
adding the attention mechanism, the modified LSTM model
achieves a higher accuracy than the original LSTM model.
The highest accuracy of the modified LSTM model is 99.55%,
which is 0.46% higher than the result of the LSTM. And the
combination of all features achieves the highest accuracy. It
shows that different features include different characteristics of
the hand, which can improve the recognition accuracy of the
model. We use the trained model for recognizing sign language
and part of experimental results are shown in Fig. 9 to Fig. 11.
The experimental results show that these sign languages could
be well recognized by the methods presented in this paper.

Fig. 8: Recognition accuracy of different features.

In addition, the second and third columns in Fig. 8 show

that although the position of joints contain richer features
than the position of fingertips, the accuracy obtained by the
two experiments is the same. This shows that after adding
the attention mechanism to LSTM, the model can pay more
attention to the important information in the input data. In
other words, among the position of all joints, the position of
fingertips are the most critical feature.

Fig. 9: Recognition results of ”meet”.

Fig. 10: Recognition results of ”happy”.

Fig. 11: Recognition results of ”please”.

C. Application

Based on our proposed method, we develop a sign language
recognition interaction system that enables efficient interaction
between deaf-mutes and computers. We use the CSL synthesis
system that is developed by Institute of computing technology
of the Chinese Academy of Sciences, as shown in Fig.12. This
system can convert the sentences entered by the user into the
corresponding sign language action which then displayed in
the user interface. With this sign language synthesis system,
we can give a real-time feedback to sign language recognition,
to make whole sign language interaction system becomes more
friendly and natural.

Fig. 12: Chinese sign language synthesis system.



The framework of sign language recognition interaction
system is shown in Fig.13. Firstly, we input the dynamic sign
language collected by Leap Motion into the trained neural
network, and start the sign language synthesis software at
the same time. Then, the content of the response is given
based on the recognition results of the model. For example,
if the recognition result is ”thanks”, the reply is ”you are
welcome”. Finally, pywin32 library is called to obtain the
window handle of the software, and sends the win system
message to the specified software window through the window
handle, so that the sign language action can be displayed on the
screen. Through the above steps, we could realize the human-
computer interaction system of CSL.

Fig. 13: Framework of sign language recognition interaction
system.

V. CONCLUSION

This paper proposes a dynamic sign language recognition
framework based on a modified LSTM. First, we use the Leap
Motion to collect various features of sign language. Then, con-
sidering that the attention mechanism could make the neural
network model pay more attention to the key information in
sign language, we combine attention mechanism and LSTM
to recognize dynamic sign language. The experimental results
show that the modified LSTM model can effectively use the
key features of the hand and improve the recognition accuracy
of the model. Moreover, based on the proposed method, a
human-computer interaction system for sign language has
been developed. In the future, we will focus on developing a
framework with stronger generalization ability and practicality,
which can recognize more sign languages.
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